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#### Abstract

We introduce higher rank inner products on real and complex vector spaces and study their corresponding Voronoi tilings. We use the framework to describe metric degenerations of polarized tori and Hausdorff limits of Voronoi tilings of discrete sets.
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## 1. Introduction

The aim of this paper is to study degenerations of scalar products and their associated flat tori and Voronoi decompositions.

Let $H$ be a finite dimensional real vector space. Consider a family $\langle\cdot, \cdot\rangle_{t}$ of scalar products on $H$ parametrized by positive real numbers $t \in \mathbb{R}_{+}$. The question we address in this paper can be informally stated as follows.

Question 1.1. Is there a notion of "limit" for the scalar products $\langle\cdot, \cdot\rangle_{t}$ as $t$ tends to infinity?
This question is interesting in the case where the family is degenerating, which means that for some elements $x \in H$, the pairing $\langle x, x\rangle_{t}$ tends either to 0 or to $\infty$ as $t \rightarrow \infty$.

Let $\mathbb{T}=H / \mathbb{L}$ be the real torus associated to a full rank lattice $\mathbb{L} \subseteq H$. A scalar product on $H$ induces a flat metric on $\mathbb{T}$ with associated distance function $\mathrm{d}: \mathbb{T} \times \mathbb{T} \rightarrow[0,+\infty)$. We are particularly interested in the following related problem.

[^0]Question 1.2. Given a degenerating family of scalar products $\langle\cdot, \cdot\rangle_{t}$ on $H$, describe the asymptotic behavior of the distance functions $\mathrm{d}_{t}: \mathbb{T} \times \mathbb{T} \rightarrow[0, \infty)$ on the torus $\mathbb{T}$ for $t \rightarrow \infty$.

The notion of Voronoi decomposition allows to connect Question 1.2 to polyhedral geometry. Recall that, given a discrete set $S \subseteq H$ and a scalar product $\langle\cdot, \cdot\rangle$ on $H$, we obtain a decomposition of $H$ into the so-called Voronoi cells $\operatorname{Vor}(\gamma), \gamma \in S$, defined as the set of points in $H$ which have $\gamma$ as their nearest point in $S$. For a full rank lattice $S=\mathbb{L}$, the distance function d can be expressed in terms of the Voronoi decomposition.

We are thus led to the following question.
Question 1.3. Given a discrete subset $S \subseteq H$ and a degenerating family of scalar products $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, describe the behavior of the induced Voronoi decompositions for $t \rightarrow \infty$.

The above problems appear naturally in complex geometry and the work presented here has its origin in our series of papers [AN20, AN22]. In these works, we develop a higher rank, multi-scale geometry in the setting of hybrid Riemann surfaces (which mix metric graphs and Riemann surfaces) and apply the framework to address questions on the asymptotic geometry of degenerating Riemann surfaces. In line with this approach, we can ask the following question. To any Riemann surface $S$ is associated its Jacobian torus $\mathbb{T}=H_{1}(S, \mathbb{R}) / H_{1}(S, \mathbb{Z})$. The complex structure of $S$ induces a scalar product on $H_{1}(S, \mathbb{R})$ and a metric on $\mathbb{T}$, which is called polarization. Let $\mathscr{M}_{g}$ be the moduli space of Riemann surfaces of genus $g$ and let $\overline{\mathscr{M}}_{g}$ be its Deligne-Mumford compactification.

Question 1.4. Consider a family of smooth compact Riemann surfaces $S_{t}$ of genus $g, t \in \mathbb{R}_{+}$, whose associated points $s_{t}$ in $\mathscr{M}_{g}$ converge to a point $s_{\infty}$ in $\overline{\mathscr{M}}_{g}$. For each $t$, let $\mathbb{T}_{t}$ be the polarized Jacobian of $S_{t}$.

Describe the metric behavior of the flat tori $\mathbb{T}_{t}$ as $t \rightarrow \infty$.
The main difficulties in these questions stem from multi-scale behavior appearing for degenerating scalar products. The pairing $\langle x, x\rangle_{t}$ might tend to $+\infty$ for some elements $x \in H$, while remaining bounded or going to zero for others. Questions 1.2 and 1.3 require to understand the effect of this multi-scale behavior on Voronoi decompositions and flat tori.

The aim of this paper is to answer the above questions by developing a limit theory of scalar products. This will be based on a generalization of the concept itself. More specifically...

- We introduce inner products of higher rank. These are symmetric bilinear forms with values in the vector space $\mathbb{R}^{r}$ which enjoy a suitable definiteness property with respect to the lexicographic order on $\mathbb{R}^{r}$. We interpret them as multi-scale limits of scalar products. The integer $r$ corresponds to the number of scales in a degenerating family of scalar products.
- We show that a higher rank inner product induces an almost orthogonal decomposition of $H$ into subspaces $H_{1}, \ldots, H_{r}$, on each of which, the behavior of a degenerating family of scalar products close to the limit is almost homogeneous.
- We introduce Voronoi decompositions with respect to inner products of higher rank. We prove that the cells in the Voronoi decomposition are the Hausdorff limits of Voronoi cells associated to degenerating scalar products. Voronoi cells of higher rank are not necessarily closed. We show that the closure of each Voronoi cell decomposes into a sum of Voronoi cells of scalar products, each living in a homogeneous part of the almost orthogonal decomposition.
- We analyze multi-scale phenomena for the distance function on tori associated to scalar products degenerating to an inner product of higher rank. We single out subtori which exhibit different scales, and show that, upon proper renormalization, they converge to tori of possibly lower dimension in the Gromov-Hausdorff sense. We also provide an asymptotic expansion for the distance function in terms of the limiting inner product of higher rank.
- As a direct application, we describe the asymptotic behavior of Jacobian tori and Voronoi decompositions associated to degenerating metric graphs. We also provide an informal overview of the application given in our forthcoming work [AN23] to the study of the Jacobians of degenerating Riemann surfaces, which answers Question 1.4.

In Section 11.1, we explain how the set-up can be adapted to treat the same type of questions for Hermitian inner products on complex vector spaces, leading to a theory of higher rank Hermitian inner products. All the results discussed in this introduction and in the paper can be extended to complex vector spaces.
1.1. Overview of results. In the following, we state our main results.
1.1.1. Definition of higher rank inner products. Let $r$ be a positive integer. Consider the real vector space $\mathbb{R}^{r}$ endowed with the lexicographic order $\leq_{\text {lex }}$. Recall that for two points $a=\left(a_{1}, \ldots, a_{r}\right)$ and $b=\left(b_{1}, \ldots, b_{r}\right)$ in $\mathbb{R}^{r}$, we have $a \leq_{\operatorname{lex}} b$ if either $a=b$, or there exists $j \in[r]$ such that $a_{i}=b_{i}$ for all $i<j$ and $a_{j}<b_{j}$. Here and below, we let $[r]:=\{1, \ldots, r\}$.

Consider a symmetric bilinear form $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ with coordinates $\langle\cdot, \cdot\rangle_{j}, j \in[r]$. Then $\langle\cdot, \cdot\rangle$ defines a non-increasing filtration

$$
\mathrm{F}^{\bullet}: \quad \mathrm{F}^{1}:=H \supseteq \mathrm{~F}^{2} \supseteq \mathrm{~F}^{3} \supseteq \cdots \supseteq \mathrm{~F}^{r} \supseteq \mathrm{~F}^{r+1}:=(0)
$$

on $H$ by setting

$$
\mathrm{F}^{j}:=\left\{x \in H \mid\langle x, y\rangle_{i}=0 \text { for all } i<j \text { and all } y \in H\right\}, \quad j \in[r] .
$$

We say that $\langle\cdot, \cdot\rangle$ is an inner product, if for each $j \in[r]$, the induced form $\langle\cdot, \cdot\rangle_{j}$ on $\mathrm{F}^{j} / \mathrm{F}^{j+1}$ is positive definite. Equivalently, if $\langle\gamma, \gamma\rangle_{j}>0$ for all $\gamma \in \mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$.

In case that $r=1$, we recover the classical definition. In this paper, we use the terminology scalar product for inner products with values in $\mathbb{R}$. If the image of an inner product $\langle\cdot, \cdot\rangle$ is a one-dimensional subspace of $\mathbb{R}^{r}$, then by fixing an isomorphism with $\mathbb{R}$, we obtain a scalar product. The above definition thus generalizes the notion of inner products to higher rank, in the sense that their image can have dimension higher than one. By a slight abuse of notation, we refer to inner products with values in $\mathbb{R}^{r}$, for arbitrary positive integer $r$, as inner products of higher rank or simply inner products (although, strictly speaking, $r=1$ is allowed and, for larger $r$, their image could be a one-dimensional subspace of $\mathbb{R}^{r}$ ).
1.1.2. Higher rank inner products as limits of scalar products. It turns out that higher rank inner products are closely related to multi-scale degenerations of scalar products.

Consider a symmetric bilinear form $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$. Let $\mathbb{R}_{+}=(0,+\infty)$. Given a vector $\underline{L}=\left(L_{1}, \ldots, L_{r}\right)$ of reals $L_{j} \in \mathbb{R}_{+}$, we define the scalar bilinear form $\langle\cdot, \cdot\rangle_{\underline{L}}: H \times H \rightarrow \mathbb{R}$ as

$$
\langle x, y\rangle_{\underline{L}}:=\sum_{j=1}^{r} L_{j}\langle x, y\rangle_{j}, \quad x, y \in H .
$$

We call $\langle\cdot, \cdot\rangle_{\underline{L}}: H \times H \rightarrow \mathbb{R}$ the pullback of $\langle\cdot, \cdot\rangle$ by the vector $\underline{L}$.
The following result provides an alternative, more analytic definition of inner products in terms of pullbacks (see Section 2.3).

Theorem 1.5. Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be a symmetric bilinear form. The following statements are equivalent...
(i) $\{\cdot, \cdot\rangle$ is an inner product.
(ii) for any family $\underline{L}_{t}, t \in \mathbb{R}_{+}$, of vectors $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right) \in \mathbb{R}_{+}^{r}$, with

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{L_{t, j}}{L_{t, j+1}}=\infty, \quad j=1, \ldots, r-1, \tag{1.1}
\end{equation*}
$$

the pullbacks $\langle\cdot, \cdot\rangle_{\underline{L}_{t}}: H \times H \rightarrow \mathbb{R}$ are scalar products for all large enough $t \in \mathbb{R}_{+}$.
Given an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ and a family of vectors $\underline{L}_{t}, t \in \mathbb{R}_{+}$, satisfying (1.1), we call the resulting family of scalar products $\langle\cdot, \cdot\rangle_{t}:=\langle\cdot, \cdot\rangle_{\underline{L}_{t}}, t \in \mathbb{R}_{+}$, a pullback family for $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right), t \in \mathbb{R}_{+}$.

By property (1.1), the parameters $L_{t, j}$ exhibit different growth rates for $t \rightarrow \infty$. For instance, for the choice $L_{t, j}=t^{r-j}$, the first $(r-1)$ parameters tend to $+\infty$ with different speeds, while the last one remains constant. Note that for $j \in[r]$ and $x \in \mathrm{~F}^{j} \backslash \mathrm{~F}^{j+1}$, the scalar product behaves like

$$
\langle x, x\rangle_{t} \sim L_{t, j}\langle x, x\rangle_{j}, \quad t \rightarrow \infty .
$$

The scalar products $\langle\cdot, \cdot\rangle_{t}$ thus show a multi-scale behavior with $r$ different scales in the limit $t \rightarrow \infty$. Since $L_{t, 1} \gg L_{2, t} \gg \cdots \gg L_{t, r}$ for $t \rightarrow \infty$ by (1.1), the first parameter $L_{t, 1}$ corresponds to the "dominant scale", $L_{t, 2}$ the "second dominant scale", etc.

Thus, Theorem 1.5 relates higher rank inner products $\{\cdot, \cdot\rangle$ to families of scalar products with multi-scale behavior. On the other hand, the structure of the scalar products $\langle\cdot, \cdot\rangle_{t}=$ $\langle\cdot, \cdot\rangle_{\underline{L}_{t}}$ in pullback families is rather specific. It is clearly desirable to include also other families of scalar products. For instance, in geometric applications to degenerations of metric graphs and Riemann surfaces (see Section 10), the scalar products that appear are not necessarily pullbacks.

In order to remedy this, we introduce the notions of tamely and $\omega$-tamely (short for weaktamely) degenerating families of scalar products. These are families of scalar products $\langle\cdot, \cdot\rangle_{t}$, $t \in \mathbb{R}_{+}$, that generalize pullback families, and which naturally appear when studying asymptotic geometry of complex algebraic varieties. Their properties allow to carry through similar arguments used in the proofs for pullback families. We refer to Section 5.2 for the precise definition.

A natural idea is then to view $\langle\cdot, \cdot\rangle$ as a "limit" of its $(\omega$-) tamely degenerating families. As we outline briefly in Sections 11.7 and 11.8, this idea leads to Hausdorff partial compactifications of the cone of scalar products on $H$.
1.1.3. Degeneration problem for tori and Voronoi decompositions. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be scalar products on $H$. Consider the real torus $\mathbb{T}=H / \mathbb{L}$ associated to a full-dimensional lattice $\mathbb{L} \subseteq H$. Each scalar product $\langle\cdot, \cdot\rangle_{t}$ defines a Riemannian metric on $\mathbb{T}$ and its universal cover $H$. Let $\mathrm{d}_{t}: \mathbb{T} \times \mathbb{T} \rightarrow[0,+\infty)$ be the associated distance function. We are interested in the asymptotic behavior of the metric spaces $\left(\mathbb{T}, \mathrm{d}_{t}\right)$ as $t \rightarrow \infty$. This question is closely related to the asymptotic behavior of the associated Voronoi decomposition.

Recall that, for a discrete subset $S \subset H$ and a scalar product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}$, the space $H$ can be decomposed into the Voronoi cells $\operatorname{Vor}(\gamma), \gamma \in S$, given by

$$
\begin{equation*}
\operatorname{Vor}(\gamma)=\{x \in H \mid\langle x-\gamma, x-\gamma\rangle \leqslant\langle x-\eta, x-\eta\rangle \forall \eta \in S\} \tag{1.2}
\end{equation*}
$$

The Voronoi cells $\operatorname{Vor}(\gamma)$ are convex (generalized) polyhedra with mutually disjoint interiors (see Section 1.4 for the notion of generalized polyhedra). Together, they form the Voronoi decomposition $H=\bigcup_{\gamma \in S} \operatorname{Vor}(\gamma)$ of the space. For a full rank lattice $S=\mathbb{L}$, the Voronoi cell $\operatorname{Vor}(0)$ is a polyhedron and defines a fundamental domain in the universal cover $H \rightarrow \mathbb{T}$. The distance function $\mathrm{d}: H \times H \rightarrow[0, \infty)$ can be written as

$$
\mathrm{d}(p, q)=\sqrt{\langle x, x\rangle}, \quad p, q \in \mathbb{T}
$$

where $x \in H$ is any representative of $p-q$ with $x \in \operatorname{Vor}(0)$. Given a family $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, of scalar products on $H$ and a fixed discrete subset $S \subset H$, we are interested in the behavior of the associated Voronoi cells $\operatorname{Vor}_{t}(\gamma)$ as $t \rightarrow \infty$.
1.1.4. Higher rank Voronoi decompositions. In order to answer the above question, we introduce Voronoi decompositions for inner products of higher rank.

Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product and $S \subset H$ discrete. Analogous to (1.2), we define the (higher rank) Voronoi cells as

$$
\begin{equation*}
\operatorname{Vor}(\gamma)=\{x \in H \mid\langle x-\gamma, x-\gamma\rangle \leqslant\langle x-\eta, x-\eta\rangle \forall \eta \in S\}, \quad \gamma \in S . \tag{1.3}
\end{equation*}
$$

In general, higher rank Voronoi cells behave very differently from their classical counterparts and certain pathologies may appear (see Section 3.1). In order to exclude this, we introduce the class of admissible discrete subsets for the higher rank inner product $\langle\cdot, \cdot\rangle$. A full rank lattice $\mathbb{L} \subset H$ is admissible exactly when the intersections $\mathbb{L} \cap \mathrm{F}^{j}$ are of full rank for all $j \in[r]$, for the filtration $\mathrm{F}^{\bullet}$ induced by $\left.\langle\cdot, \cdot\rangle\right\rangle$. For the general definition, we refer to Section 3.2. In Section 11.2, we prove that admissible discrete sets coincide with the discrete sets for a certain topology on $H$ that combines features from the order topology on ( $\mathbb{R}^{r}, \leq_{\text {lex }}$ ) and the Euclidean topology on $H$.

For an admissible discrete subset $S \subset H$, the Voronoi cells behave well (see Section 3). First of all, we show that they cover $H$, that is, we obtain a (higher rank) Voronoi decomposition $H=\bigcup_{\gamma \in S} \operatorname{Vor}(\gamma)$ (see Theorem 3.9). Moreover, we show that the closures of Voronoi cells are full dimensional convex (generalized) polyhedra with mutually disjoint interiors (see Corollary 4.3). In fact, these cells enjoy a special structure and can be decomposed into a sum of Voronoi cells associated to scalar products. More precisely, we show that the space $H$ admits a canonical almost orthogonal decomposition

$$
H=H_{1} \oplus H_{2} \oplus \ldots \oplus H_{r}
$$

into a direct sum of subspaces $H_{1}, \ldots, H_{r}$ such that $H_{j}, j \in[r]$, is isomorphic to the $j$-th graded piece $\mathrm{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1}$ of the filtration $\mathrm{F}^{\bullet}$, and the subspaces $H_{j}, j \in[r]$, are pairwise almost orthogonal with respect to $\langle\cdot, \cdot\rangle$. We refer to Section 2.4 for the precision definition and more details. The notation $\oplus$ that is used here, instead of $\oplus$, refers to the almost orthogonal property.

The $j$-th component $\langle\cdot, \cdot\rangle_{j}$ of $\langle\cdot, \cdot\rangle$ defines a scalar product on $H_{j}$. Using this decomposition, we then show that the closure of a higher rank Voronoi cell is a sum

$$
\overline{\operatorname{Vor}}(\gamma) \cong V_{\gamma, 1} \oplus V_{\gamma, 2} \oplus \ldots \oplus V_{\gamma, r}
$$

of Voronoi cells $V_{\gamma, j} \subset H_{j}$ for the scalar products $\langle\cdot, \cdot\rangle_{j}$ on $H_{j}$ and a suitable projection $S_{j, \gamma} \subset H_{j}$ of $S$ to $H_{j}$ (see Theorem 4.1).

We prove that the higher rank Voronoi cells are the limits of Voronoi cells for degenerating scalar products (see Theorem 7.1).

Theorem 1.6. Let $S \subset H$ be an admissible discrete set and $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, a tamely degenerating family of scalar products for $\langle\cdot, \cdot\rangle$. For $\gamma \in S$, let $\operatorname{Vor}(\gamma)$ and $\operatorname{Vor}_{t}(\gamma), t \in \mathbb{R}_{+}$, be the Voronoi cells for $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle_{t}$, respectively.

Then, $\operatorname{Vor}_{t}(\gamma)$ converges compactly in the Hausdorff sense to $\operatorname{Vor}(\gamma)$ as $t \rightarrow \infty$. In particular, if $\operatorname{Vor}(\gamma) \subset H$ is relatively compact, then $\operatorname{Vor}_{t}(\gamma)$ converges to $\operatorname{Vor}(\gamma)$ in the Hausdorff sense as $t \rightarrow \infty$.

The Hausdorff convergence here is with respect to some (equivalently any) reference norm $|\cdot|: H \rightarrow[0, \infty)$. Compact Hausdorff convergence is a suitable generalization in the context of non-compact sets. We refer to Section 7 for the definition and to Theorem 11.3 proved in Section 11.3 for an alternative characterization. Relative compactness of subsets $V \subset H$ refers to the Euclidean topology on $H$.

The proof of the above result is based on a subtle finiteness lemma established in Section 6.
1.1.5. Metric degenerations of tori. In the following, we summarize our results on metric degenerations of tori.

Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product with induced filtration $\mathrm{F}^{\bullet}$. For an admissible fulll rank lattice $\mathbb{L} \subset H$, the lattices $\mathbb{L}^{j}=\mathbb{L} \cap \mathrm{F}^{j}, j \in[r]$, are of full rank in $\mathrm{F}^{j}$. Setting $\mathbb{T}^{j}:=\mathrm{F}^{j} / \mathbb{L}^{j}, j \in[r]$, we obtain a non-increasing filtration of tori

$$
\mathbb{T}=\mathbb{T}^{1} \supseteq \mathbb{T}^{2} \supseteq \cdots \supseteq \mathbb{T}^{r} \supseteq \mathbb{T}^{r+1}=(0)
$$

For $j \in[r]$, the lattice $\mathrm{gr}^{j} \mathbb{L}=\mathbb{L}^{j} / \mathbb{L}^{j+1}$ is of full rank in $\mathrm{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1}$. We equip the torus $\Theta_{j}:=\mathrm{gr}^{j} H / \operatorname{gr}^{j} \mathbb{L}$ with the distance function $\mathrm{d}_{j}$ induced by the scalar product $\langle\cdot, \cdot\rangle_{j}$ on $\mathrm{gr}^{j} H$.

The following theorem demonstrates that different parts of the torus exhibit different scales and, under proper normalization, collapse to the tori $\Theta_{j}=\operatorname{gr}^{j} H / \operatorname{gr}^{j} \mathbb{L}$ (see Theorem 9.3).

Theorem 1.7. Consider an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ and an admissible lattice $\mathbb{L} \subset H$ of full rank. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be an $\omega$-tamely degenerating family of scalar products with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right)$. Then,

$$
\left(\mathbb{T}, \frac{1}{\sqrt{L_{t, 1}}} \mathrm{~d}_{t}\right) \rightarrow\left(\Theta_{1}, \mathrm{~d}_{1}\right)
$$

in the Gromov-Hausdorff sense as $t \rightarrow \infty$. More generally, for all $j=1, \ldots, r$,

$$
\left(\mathbb{T}^{j},\left.\frac{1}{\sqrt{L_{t, j}}} \mathrm{~d}_{t}\right|_{\mathbb{T}^{j} \times \mathbb{T}^{j}}\right) \rightarrow\left(\Theta_{j}, \mathrm{~d}_{j}\right)
$$

in the Gromov-Hausdorff sense as $t \rightarrow \infty$.
Moreover, in Theorem 9.1, we describe the asymptotics of the volume of $\mathbb{T}$ for $t \rightarrow \infty$ in terms of volumes of the tori $\Theta_{j}$ and the degeneration parameters $L_{t, j}, j \in[r]$.

We would like to emphasize here that the above results are surprisingly subtle. For instance, the simplest application concerns the torus $\mathbb{T}=\mathbb{R}^{2} / \mathbb{Z}^{2}$ equipped with the distance function induced by the scalar product $\langle x, y\rangle_{t}=x_{1} y_{1}+t^{-1} x_{2} y_{2}, x, y \in \mathbb{R}^{2}$. In this special case, the above results are easy to prove and in particular, the torus converges to the one-dimensional circle $\mathbb{R} / \mathbb{Z}$ for $t \rightarrow \infty$. On the other hand, in Section 11.4, we present a rather similar example which shows a drastically different behavior (the torus collapses to a point). From this perspective, higher rank inner products and tame degenerations seem to provide a framework in which metric degenerations happen in a rather controlled way.

For pullback families, we obtain the following refined asymptotics. Define the function $\zeta=\left(\zeta_{1}, \ldots, \zeta_{r}\right): \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}^{r}$ by

$$
\zeta(p, q):=\min _{\substack{x \in H \\ x=p-q \text { in } \mathbb{T}}}\langle x, x\rangle,
$$

where the minimum is taken in the lexicographic order $\leq_{\text {lex }}$ on $\mathbb{R}^{r}$. In Theorem 9.6 , we prove that for every fixed pair $(p, q) \in \mathbb{T} \times \mathbb{T}$,

$$
\mathrm{d}_{t}(p, q)=\sqrt{L_{t, 1} \zeta_{1}(p, q)+\cdots+L_{t, r} \zeta_{r}(p, q)}
$$

for all large $t \in \mathbb{R}_{+}$. Using the higher rank Voronoi cell $\operatorname{Vor}(0)$, one can formulate a uniform approximation result as well (see Theorem 9.6).
1.1.6. Geometric applications. In Section 10, we discuss applications of our results to degenerations of metric graphs and Riemann surfaces.

Recall that a compact metric graph $\mathcal{G}$ is obtained from a finite combinatorial graph $G=$ $(V, E)$ by identifying its edges $e \in E$ with intervals of certain lengths $\ell(e), e \in E$. The first homology $H=H_{1}(\mathcal{G}, \mathbb{R})$ carries a natural scalar product, which is called the polarization of $\mathcal{G}$ [BLHN97, KS00, BR07, MZ08, CV10]. The homology $\mathbb{L}=H_{1}(\mathcal{G}, \mathbb{Z})$ is a full rank lattice in $H_{1}(\mathcal{G}, \mathbb{R})$ and the torus $\mathbb{T}=H / \mathbb{L}$ is called the Jacobian of $\mathcal{G}$. In Section 10.1, we describe the asymptotics of the Jacobian, and the associated Voronoi decomposition, when the metric graph $\mathcal{G}$ degenerates meaning that some of the edges become infinitely long. Here we use a notion of tropical curves introduced in [AN20, AN22]. These are multi-scale versions of metric graphs that allow to handle multi-scale effects appearing in the study of multi-parameter families of metric graphs and Riemann surfaces.

In Section 10.2, we describe informally the application of our results to Jacobians of degenerating Riemann surfaces, which will appear in our forthcoming work [AN23]. In [AN20] we have introduced the notion of hybrid Riemann surfaces and shown that the moduli space of hybrid Riemann surfaces of genus $g$, denoted by $\mathscr{M}_{g}^{\text {ngb }}$, is a compactification of the moduli space $\mathscr{M}_{g}$ of Riemann surfaces of genus $g$ which refines the classical Deligne-Mumford compactification $\overline{\mathscr{M}}_{g}$. Over the moduli space $\mathscr{M}_{g}$ of Riemann surfaces lives the universal Jacobian which at each point of $\mathscr{M}_{g}$ has fiber given by the Jacobian of the corresponding Riemann surface. In [AN23] we associate a Jacobian to each hybrid Riemann surface and show that the universal Jacobian on $\mathscr{M}_{g}$ extends continuously to its hybrid compactification $\mathscr{M}_{g}{ }^{\text {ngb }}$. As we will show in [AN23], the Jacobian of a hybrid Riemann surface can be endowed with a hybrid polarization. The results of this paper combined with our work [AN22] allow to describe the metric behavior of Jacobians of Riemann surfaces close to the boundary of the moduli space compactification. This will be based in part on the results we prove in Section 10.1.

In the simple case that we will discuss here, the Jacobians of a degenerating family of Riemann surfaces, upon proper rescaling, converge to the Jacobian of a metric graph. Moreover, certain subtori of the Jacobians converge to Jacobians of Riemann surfaces of smaller genera. (No previous knowledge of complex geometry is needed in this paper.)
1.2. Related work. Starting from the pioneering work by Gromov [Gro78], Ruh [Ruh82], Cheeger-Gromov [CG86, CG90], Fukaya [Fuk87, Fuk90], Cheeger-Fukaya-Gromov [CFG92], there has been a large amount of literature on metric degenerations of Riemannian manifolds, captured in the fundamental concept of Gromov-Hausdorff convergence. We refer to the survey paper by Fukaya [Fuk90], and the books [BBI22] and [Gro07]. In this context, the flat tori $\mathbb{T}_{\varepsilon}=\mathbb{R}^{2} / \mathbb{Z} \oplus \varepsilon \mathbb{Z}, \varepsilon>0$, provide a basic example of a family of Riemannian manifolds exhibiting a dimension collapse in the limit. Moreover, tori and their generalizations appear as fibers in the collapse of almost flat manifolds by the Gromov-Ruh theorem [Gro78, Ruh82].

More recent work in connection to complex geometry concerns Gromov-Hausdorff convergence of Calabi-Yau manifolds endowed with their canonical metric in a maximally degenerate family, which is the subject of a conjecture by Kontsevich and Soibelman [KS06], in connection to the SYZ conjecture in mirror symmetry. In this regard, the result we prove in [AN23] can be viewed as a multi-scale variant of the Kontsevich-Soibelman conjecture in the specific case of (non-necessarily maximally degenerate) families of Abelian varieties.

Although higher rank valuations do not appear in this paper, the framework developed here is also related conceptually to recent developments around higher rank non-archimedean geometry, see e.g. [Aro10, AI22, Ban15,FR16, HIL20,Iri23,JS23]. Note that the space ( $\mathbb{R}^{r}, \leq_{\text {lex }}$ ) and its topology plays a key role in [HIL20, AI22, Iri23]. Moreover, limiting behavior of certain convex bodies arising in combinatorics and algebraic geometry has been studied recently in [ABGJ18, ABGJ21, AI22].

Taking into account the results of this paper, a natural question is whether higher rank inner products and tame degenerations can be used to define a meaningful (at least partial) compactification of the space of scalar products on a fixed vector space $H$. We discuss this in Section 11.8.

Voronoi decompositions play a central role in applications of computational geometry to other fields. We refer to the survey article [Aur91] and the books [BY98, OBSC09] for the computational geometry literature and a sample of these applications.
1.3. Structure of the paper. Section 2 contains the definition of inner products with values in $\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$, the relationship to pullbacks and basic algebraic constructions. In Section 3, we introduce higher rank Voronoi cells, admissible discrete subsets, and prove that this leads to a Voronoi decomposition. In Section 4, we study the structure of the higher rank Voronoi cells. Section 5 contains the definition of tamely degenerating families of scalar products and their basic properties. Section 6 provides an auxiliary lemma for subsequent considerations. In Section 7, we prove the convergence of Voronoi cells to higher rank Voronoi cells. In Section 8, we specialize the preceding results to the case of lattices. Section 9 contains our results on degenerations of tori. Section 10 concerns applications to metric graphs and Riemann surfaces. Finally, Section 11 contains further results, discussions and questions.
1.4. Basic notations. For a point $a$ in the vector space $\mathbb{R}^{r}$, we denote by $a_{1}, \ldots, a_{r}$ the coordinates of $a$. We set $\mathbb{R}_{+}:=(0,+\infty)$ and denote by $\mathbb{R}_{+}^{r}=(0,+\infty)^{r}$ the set of $r$-vectors with positive coordinates.

Let $H$ be a finite dimensional real vector space. In this paper, a polyhedron is a subset $P \subset H$ which can be written as an intersection of finitely many half-spaces in $H$. A polytope is a bounded polyhedron. A generalized polyhedron is a subset $P \subset H$ such that $P \cap Q$ is a polytope for every polytope $Q \subset H$. The terminology is borrowed from [Gru07, Page 250].

A (generalized) polyhedral tiling of a vector space $H$ in this paper means a (possibly infinite) collection $\Sigma$ of full dimensional (generalized) polyhedra $\sigma \subseteq H$ which verifies the following properties:

- The union of $\sigma \in \Sigma$ is $H$.
- The interiors of $\sigma \in \Sigma$ are disjoint open sets in $H$.

Note that this definition allows two top-dimensional tiles to intersect only on part of their proper faces, see Figure 2 for an example.

We use the notation $\{\cdot, \cdot\rangle$ for inner products with values in $\mathbb{R}^{r}, r \in \mathbb{N}$. For scalar products, we usually use $\langle\cdot, \cdot\rangle$.
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## 2. Higher rank inner products

2.1. Totally ordered vector spaces. Let $(\Lambda, \leq)$ be a totally ordered real vector space of finite dimension. It is known that $\Lambda$ is isomorphic to $\mathbb{R}^{r}$ with its lexicographic order $\leq=\leq_{\text {lex }}$ where $r$ is the dimension of $\Lambda$ [Bir40, HW52]. This means there is no loss of generality in assuming that $(\Lambda, \leq)=\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$. For $a=\left(a_{1}, \ldots, a_{r}\right)$ and $b=\left(b_{1}, \ldots, b_{r}\right)$ in $\mathbb{R}^{r}$, we have $a \leq_{\operatorname{lex}} b$ if either $a=b$, or there exists $j \in[r]$ such that $a_{1}=b_{1}, \ldots, a_{j-1}=b_{j-1}$ and $a_{j}<b_{j}$.

The vector space $\Lambda=\mathbb{R}^{r}$ with its lexicographic order $\leq_{\text {lex }}$ has a natural decreasing filtration

$$
\begin{equation*}
\Lambda^{\bullet}: \quad \Lambda^{1}:=\Lambda \supset \Lambda^{2} \supset \cdots \supset \Lambda^{r} \supset \Lambda^{r+1}:=(0) \tag{2.1}
\end{equation*}
$$

defined by

$$
\Lambda^{j}:=\left\{a=\left(a_{1}, \ldots, a_{r}\right) \in \mathbb{R}^{r} \mid a_{1}=\cdots=a_{j-1}=0\right\} .
$$

Note that $\Lambda^{j}$ is naturally isomorphic to $\mathbb{R}^{r+1-j}$ endowed with its lexicographic order.
In this paper, we introduce and study inner products with values in ( $\mathbb{R}^{r}, \leq_{\text {lex }}$ ). The notion can be generalized to handle inner products with values in general totally ordered vector spaces $(\Lambda, \leq)$. However, upon fixing an isomorphism $(\Lambda, \leq) \cong\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$, we can assume that $(\Lambda, \leq)=\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$, which has the advantage of simplifying the notation. For this reason, we treat inner products with values in $\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$, and discuss the general case in Section 11.6.
2.2. Inner product spaces of higher rank. Let $H$ be a real vector space of finite dimension and $\Lambda=\mathbb{R}^{r}$ with its lexicographical order.

Consider a symmetric bilinear form $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$. We denote by $\langle\cdot, \cdot\rangle_{j}$ the $j$-th coordinate of $\langle\cdot, \cdot\rangle$, so that $\langle\cdot, \cdot\rangle$ has the form

$$
\langle\cdot, \cdot\rangle=\left(\langle\cdot, \cdot\rangle_{1}, \ldots,\langle\cdot, \cdot\rangle_{r}\right) .
$$

In case that $r=1$, we call $\langle\cdot, \cdot\rangle$ a scalar form.
We say that $\langle\cdot, \cdot\rangle$ is non-negative if $\langle x, x\rangle \geq 0$ for all $x \in H$, and positive if $\langle x, x\rangle>0$ for all $x \in H \backslash\{0\}$. In the case $r=1$, a positive scalar form is called a scalar product.

A symmetric bilinear form $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ defines a filtration on $H$ as follows. Consider the decreasing filtration $\Lambda^{\bullet}$ on $\Lambda=\mathbb{R}^{r}$ given in (2.1). Setting

$$
\begin{align*}
\mathrm{F}^{j} & :=\left\{x \in H \mid\langle x, y\rangle \in \Lambda^{j} \text { for all } y \in H\right\}  \tag{2.2}\\
& =\left\{x \in H \mid\langle x, y\rangle_{i}=0 \text { for all } i<j \text { and all } y \in H\right\} \tag{2.3}
\end{align*}
$$

we obtain a non-increasing filtration

$$
\mathrm{F}^{\bullet}: \quad \mathrm{F}^{1}=H \supseteq \mathrm{~F}^{2} \supseteq \mathrm{~F}^{3} \supseteq \cdots \supseteq \mathrm{~F}^{r} \supset \mathrm{~F}^{r+1}=(0)
$$

of $H$. We call $\mathrm{F}^{\bullet}$ the filtration induced by $\{\cdot, \cdot\rangle$.
We have the following basic examples of bilinear forms and their induced filtrations.
Example 2.1 (Euclidean products of higher rank). Let $H=\mathbb{R}^{r}$. Then

$$
\langle x, y\rangle:=\left(x_{1} y_{1}, x_{2} y_{2}, \ldots, x_{r} y_{r}\right), \quad x, y \in H
$$

defines a positive bilinear form with values in $\Lambda=\mathbb{R}^{r}$. The filtration $\mathrm{F}^{\bullet}$ on $H$ is given by

$$
\mathrm{F}^{j}=\left\{x \in H \mid x_{i}=0 \text { for all } i<j\right\}, \quad j=1, \ldots, r+1 .
$$

Example 2.2 (Euclidean products of higher rank associated to ordered partitions). More generally, let $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{r}\right)$ be an ordered partition of a finite set $E$. (For the terminology of ordered partition, see [AN20, Section 2.2].) Consider a real vector subspace $H \subseteq \mathbb{R}^{E}$. We define a positive bilinear form $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ as follows.

For each $j$, let $\mathrm{p}_{j}: \mathbb{R}^{E} \rightarrow \mathbb{R}^{\pi_{j}}$ be the projection map. For any pair of vectors $x, y \in H$, set

$$
\langle x, y\rangle:=\left(\left\langle\mathrm{p}_{1}(x), \mathrm{p}_{1}(x)\right\rangle_{\pi_{1}}, \ldots,\left\langle\mathrm{p}_{r}(x), \mathrm{p}_{r}(x)\right\rangle_{\pi_{r}}\right)
$$

where $\langle\cdot, \cdot\rangle_{\pi_{j}}$ is the Euclidean scalar product in $\mathbb{R}^{\pi_{j}}$. The induced filtration $\mathrm{F}^{\bullet}$ on $H$ is given by

$$
\mathrm{F}^{j}=\left\{x \in H \mid \mathrm{p}_{i}(x)=0 \text { for all } i<j\right\}, \quad j=1, \ldots, r+1 .
$$

Note that the previous example corresponds to setting $E=[r]$ and the ordered partition $\pi=\left(\pi_{1}, \ldots, \pi_{r}\right)$ of $E=[r]$ with $\pi_{j}:=\{j\}$.

Example 2.3. Let $H=\mathbb{R}^{3}$. Consider the bilinear form $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{3}$ given by

$$
\langle x, y\rangle=\left(x_{1} y_{1}, x_{2} y_{2}+\left(x_{1} y_{3}+x_{3} y_{1}\right), x_{3} y_{3}\right), \quad x, y \in H
$$

Then $\langle\cdot, \cdot\rangle$ is positive. The filtration $\mathrm{F}^{\bullet}: \mathrm{F}^{1} \supseteq \mathrm{~F}^{2} \supseteq \mathrm{~F}^{3} \supseteq \mathrm{~F}^{4}$ is given by

$$
\mathrm{F}^{1}=H=\mathbb{R}^{3}, \quad \mathrm{~F}^{2}=\left\{\gamma \in H \mid \gamma_{1}=0\right\}=\{0\} \times \mathbb{R}^{2}, \quad \text { and } \quad \mathrm{F}^{3}=\mathrm{F}^{4}=(0)
$$

The following properties are immediate from the definition of the filtration $\mathrm{F}^{\bullet}$.
Proposition 2.4. Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be a symmetric bilinear form. For $j \in[r]$, the $j$-th component $\langle\cdot, \cdot\rangle_{j}$ of $\langle\cdot, \cdot\rangle$ induces a symmetric bilinear form

$$
\langle\cdot, \cdot\rangle_{j}: \mathrm{F}^{j} / \mathrm{F}^{j+1} \times \mathrm{F}^{j} / \mathrm{F}^{j+1} \rightarrow \mathbb{R}
$$

on the quotient $\mathrm{F}^{j} / \mathrm{F}^{j+1}$.
If $\langle\cdot, \cdot\rangle$ is non-negative on $H$, then $\langle\cdot, \cdot\rangle_{j}$ is non-negative on $\mathrm{F}^{j} / \mathrm{F}^{j+1}$ for all $j$. If $\langle\cdot, \cdot\rangle_{j}$ is positive on $\mathrm{F}^{j} / \mathrm{F}^{j+1}$ for all $j$, then $\{\cdot, \cdot\rangle$ is positive on $H$.

Definition 2.5 (Inner product of higher rank). - An inner product on $H$ with values in $\Lambda=\mathbb{R}^{r}$ is a symmetric bilinear form

$$
\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}
$$

such that for all $j \in[r]$, the induced form $\langle\cdot, \cdot\rangle_{j}$ on $\mathrm{F}^{j} / \mathrm{F}^{j+1}$ is positive, equivalently, if $\langle\gamma, \gamma\rangle_{j}>0$ for all $\gamma \in \mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$. The pair $(H,\{\cdot, \cdot\rangle)$ is called an inner product space.

- For $j \in[r]$, the $j$-th graded piece $\operatorname{gr}^{j} H$ of $(H,\{\cdot, \cdot\rangle)$ is the quotient

$$
\operatorname{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1}
$$

endowed with the scalar product

$$
\langle\cdot, \cdot\rangle_{j}: \operatorname{gr}^{j} H \times \operatorname{gr}^{j} H \rightarrow \mathbb{R}
$$

We denote by $\mathfrak{p}_{j}: \mathrm{F}^{j} \rightarrow \mathrm{gr}^{j} H$ the projection map.

- By a slight abuse of notation, we refer to inner products with values in $\mathbb{R}^{r}$, for arbitrary positive integer $r$, as inner products of higher rank or simply as inner products (although, strictly speaking, $r=1$ is allowed and, for larger $r$, their image is allowed to be a onedimensional subspace of $\mathbb{R}^{r}$ ).
Remark 2.6. Note that with this definition, an inner product of rank one is isomorphic to a scalar product (up to fixing an isomorphism between the space of values and $\mathbb{R}$ ).
Remark 2.7. We stress that every inner product $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ is necessarily a positive bilinear form by Proposition 2.4. On the other hand, as Example 2.3 shows, not every positive bilinear form $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ is an inner product. In this example, the quotient $\left(\mathrm{F}^{2} / \mathrm{F}^{3},\{\cdot, \cdot\rangle_{2}\right)$ is isomorphic to $\mathbb{R}^{2}$ with the semi-definite form $(x, y)=x_{1} y_{1}$.

We have the following basic examples of higher rank inner products.
Example 2.8. The bilinear forms in Examples 2.1 and 2.2 are inner products. In Example 2.2 , the graded piece $\operatorname{gr}^{j} H$ is isomorphic to the image $\mathrm{p}_{j}\left(\mathrm{~F}^{j}\right) \subseteq \mathbb{R}^{\pi_{j}}$ equipped with the induced Euclidean product from $\mathbb{R}^{\pi_{j}}$.

Definition 2.9 (Quadratic form associated to an inner product). For an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$, we denote by $\mathfrak{q}$ its quadratic form

$$
\begin{array}{rccc}
\mathfrak{q}=\left(\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{r}\right): & H & \rightarrow & \mathbb{R}^{r} \\
\gamma & \mapsto & \mapsto \gamma, \gamma\rangle .
\end{array}
$$

Proposition 2.10. Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product. Then,

$$
\mathrm{F}^{j}=(\mathfrak{q})^{-1}\left(\Lambda^{j}\right)=\left\{x \in H \mid \mathfrak{q}_{1}(x)=\cdots=\mathfrak{q}_{j-1}(x)=0\right\} .
$$

Proof. The inclusion $\mathrm{F}^{j} \subseteq(\mathfrak{q})^{-1}\left(\Lambda^{j}\right)$ follows from the definition of the filtration $\mathrm{F}^{\bullet}$. The other inclusion follows from the positivity of $\mathfrak{q}_{i}$ on $\mathrm{F}^{i} / \mathrm{F}^{i+1}$ : if $x \in \mathrm{~F}^{i} \backslash \mathrm{~F}^{i+1}$ for $i<j$, then $\mathfrak{q}_{i}(x)>0$ which shows $x \notin(\mathfrak{q})^{-1}\left(\Lambda^{j}\right)$.
Remark 2.11. Note that any filtration $\mathrm{F}^{1}=H \supseteq \mathrm{~F}^{2} \supseteq \cdots \supseteq \mathrm{~F}^{r} \supseteq \mathrm{~F}^{r+1}=(0)$ of a finite dimensional real vector space can arise as the filtration associated to an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$.
2.3. Higher rank inner products as limits of scalar products. Consider a vector space $H$ and a symmetric bilinear form

$$
\langle\gamma, \eta\rangle=\left(\langle\gamma, \eta\rangle_{1}, \ldots,\langle\gamma, \eta\rangle_{r}\right), \quad \gamma, \eta \in H,
$$

on $H$ with values in $\Lambda=\mathbb{R}^{r}$. Let $\mathbb{R}_{+}^{r}=(0,+\infty)^{r} \subset \mathbb{R}^{r}$.
Definition 2.12 (Pullback of a bilinear form). Let $\underline{L}=\left(L_{1}, \ldots, L_{r}\right)$ be a vector in $\mathbb{R}_{+}^{r}$. Then, the bilinear form $\langle\cdot, \cdot\rangle_{\underline{L}}: H \times H \rightarrow \mathbb{R}$ defined by

$$
\langle\gamma, \eta\rangle_{\underline{L}}:=L_{1}\langle\gamma, \eta\rangle_{1}+\cdots+L_{r}\langle\gamma, \eta\rangle_{r}, \quad \forall \gamma, \eta \in H,
$$

is called the pullback by $\underline{L}$ of $\{\cdot, \cdot\rangle$.
We have the following fundamental result.
Theorem 2.13. Let $\{\cdot, \cdot\rangle: H \rightarrow \mathbb{R}^{r}$ be a symmetric bilinear form. The following statements are equivalent:
(i) $\langle\cdot, \cdot\rangle: H \rightarrow \mathbb{R}^{r}$ is an inner product.
(ii) There exists a positive constant $C$ such that for any vector $\underline{L}=\left(L_{1}, \ldots, L_{r}\right)$ of positive reals $L_{1}, \ldots, L_{r}$ with

$$
L_{j} / L_{j+1}>C, \quad j=1, \ldots, r-1
$$

the pullback $\langle\cdot, \cdot\rangle_{\underline{L}}: H \times H \rightarrow \mathbb{R}$ is a scalar product.
Proof. - We first prove that (i) implies (ii). We proceed by induction on $r$. For $r=1$, there is nothing to prove.

Suppose that the result holds for $r-1$. For the sake of a contradiction, assume that $\langle\cdot, \cdot\rangle: H \rightarrow \mathbb{R}^{r}$ is an inner product which does not verify the claim. Then, for any $n \in \mathbb{N}$, there exists $\underline{L}_{n}=\left(L_{n, 1}, \ldots, L_{n, r}\right)$ in $\mathbb{R}_{+}^{r}$ with $L_{n, j} / L_{n, j+1}>n$ for all $j$ and a point $\gamma_{n} \in H \backslash\{0\}$ such that

$$
\left\langle\gamma_{n}, \gamma_{n}\right\rangle_{\underline{L}_{n}} \leqslant 0
$$

Without loss of generality, we can assume that $\gamma_{n}$ lives on the unit sphere for a reference norm $|\cdot|$ on $H$. Passing to a subsequence, we infer that the sequence $\left(\gamma_{n}\right)_{n}$ has a limit $\gamma$. There exists a $k \in[r]$ such that $\gamma$ belongs to $\mathrm{F}^{k} \backslash \mathrm{~F}^{k+1}$. The $k$-th coordinate $\langle\gamma, \gamma\rangle{ }_{k}$ is strictly positive, and, by continuity, there exists a small neighborhood $U$ of $\gamma$ in the unit sphere and a positive real $\delta>0$ such that

$$
\langle\eta, \eta\rangle_{k}>2 \delta \sum_{j>k}^{r}\left|\langle\eta, \eta\rangle_{j}\right|
$$

for all $\eta$ in $U$. For $n$ large, we then obtain that

$$
\begin{aligned}
\sum_{j \geqslant k} L_{n, j}\left\langle\gamma_{n}, \gamma_{n}\right\rangle_{j} & \geqslant \frac{1}{2} L_{n, k}\left\langle\gamma_{n}, \gamma_{n}\right\rangle_{k}+\sum_{j>k} L_{n, j}\left(\delta L_{n, k} / L_{n, j}-1\right)\left|\left\langle\gamma_{n}, \gamma_{n}\right\rangle_{j}\right| \\
& \geqslant \frac{1}{2} L_{n, k}\left\langle\gamma_{n}, \gamma_{n}\right\rangle_{k}>0 .
\end{aligned}
$$

As is easily verified, the first $k-1$ components of $\langle\cdot, \cdot\rangle$ define an inner product

$$
\begin{aligned}
& {[\cdot, \cdot]: H / \mathrm{F}^{k} \times H / \mathrm{F}^{k} \rightarrow \mathbb{R}^{k-1}} \\
& {[x, y]:=\left(\{x, y\rangle_{1}, \ldots,\langle x, y\rangle_{k-1}\right) \quad \forall x, y \in H / \mathrm{F}^{k}}
\end{aligned}
$$

on $H / \mathrm{F}^{k}$ with values in $\mathbb{R}^{k-1}$. Applying the induction hypothesis to $[\cdot, \cdot]$, it follows that

$$
\sum_{j<k} L_{n, j}\left\langle\gamma_{n}, \gamma_{n}\right\rangle_{j} \geqslant 0
$$

for large $n$. This means that $\left\langle\gamma_{n}, \gamma_{n}\right\rangle_{\underline{L}_{n}}>0$ for large $n$, which is a contradiction.

- It remains to prove that (ii) implies (i). For the sake of a contradiction, assume that $\{\cdot, \cdot\rangle$ is not an inner product. Fix a sequence of vectors $\underline{L}_{n}=\left(L_{n, 1}, \ldots, L_{n, r}\right), n \in \mathbb{N}$, satisfying that $L_{n, j} / L_{n, j+1}>n$ and, additionally, $L_{n, j}^{2} /\left(L_{n, j+1} L_{n, 1}\right)>n$ for all $j$. We prove that, for large $n$, the pullback form $\left\langle\gamma_{n}, \gamma_{n}\right\rangle_{\underline{L}_{n}}$ is not an inner product on $H$.

By assumption, there exists a $j \in[r]$ and an element $x \in \mathrm{~F}^{j} \backslash \mathrm{~F}^{j+1}$ with $\{x, y\rangle_{j} \leqslant 0$. Since $x$ lies in $\mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$, we can find an element $y \in H$ with $\langle x, y\rangle_{j}=-1$. Consider now elements of the form $\lambda_{n} x+y$ for some $\lambda_{n}>0$. We prove that $\left\langle\lambda_{n} x+y, \lambda_{n} x+y\right\rangle_{\underline{L}_{n}}<0$ for a suitable choice of $\lambda_{n}$.

Observe first that for $n \in \mathbb{N}$ and any $\lambda_{n}>0$, we have
$\left\langle\lambda_{n} x+y, \lambda_{n} x+y\right\rangle_{\underline{L}_{n}}=\sum_{k \leqslant j} L_{n, k}\langle y, y\rangle_{k}+L_{n, j}\left(\lambda_{n}^{2}\langle x, x\rangle_{j}-2 \lambda_{n}\right)+\sum_{k>j} L_{n, k}\left\langle\lambda_{n} x+y, \lambda_{n} x+y\right\rangle_{k}$.
Moreover, we can find a positive $\varepsilon>0$ such that

$$
\sum_{k>j}\left|\langle y, y\rangle_{k}\right|+\left|\langle x, x\rangle_{k}\right|+2\left|\langle x, y\rangle_{k}\right|<\varepsilon \quad \text { and } \quad \sum_{k \leqslant j}\left|\langle y, y\rangle_{k}\right|<\varepsilon .
$$

Choosing

$$
\lambda_{n}=\varepsilon L_{n, 1} / L_{n, j},
$$

and recalling that $\langle x, x\rangle_{j} \leqslant 0$, and $L_{n, j}^{2} /\left(L_{n, j+1} L_{n, 1}\right)>n$ by assumption, it follows that

$$
\left\langle\lambda_{n} x+y, \lambda_{n} x+y\right\rangle_{\underline{L}_{n}} \leqslant \varepsilon^{3} \frac{L_{n, 1}^{2} L_{n, j+1}}{L_{n, j}^{2}}-\varepsilon L_{n, 1}<0
$$

for all large $n \in \mathbb{N}$. This completes the proof.
We note the following immediate consequence, which will be important in the sequel.
Corollary 2.14. Let $\{\cdot, \cdot\rangle: H \rightarrow \mathbb{R}^{r}$ be an inner product. Suppose $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right)$, $t \in \mathbb{R}_{+}$, are vectors of positive reals with

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{L_{t, j}}{L_{t, j+1}}=\infty, \quad j=1, \ldots, r-1 . \tag{2.4}
\end{equation*}
$$

The pullbacks $\langle\cdot, \cdot\rangle_{\underline{L}_{t}}: H \times H \rightarrow \mathbb{R}, t \in \mathbb{R}_{+}$, are scalar products for any large enough $t \in \mathbb{R}_{+}$.
Given a family of vectors $\underline{L}_{t} \in \mathbb{R}_{+}^{r}, t \in \mathbb{R}_{+}$, satisfying (2.4), we call the resulting family of scalar products $\langle\cdot, \cdot\rangle_{\underline{L}_{t}}, t \in \mathbb{R}_{+}$, a pullback family for the inner product $\langle\cdot, \cdot\rangle$. The vectors $\underline{L}_{t}$, $t \in \mathbb{R}_{+}$, are called the parameters of the pullback family.

Here and below, we slightly abuse the notation and ignore the fact that the pullbacks $\langle\cdot, \cdot\rangle_{\underline{L}_{t}}$ are scalar products only for large $t \in \mathbb{R}_{+}$. Since we will be always interested in the asymptotic properties for large values of $t \in \mathbb{R}_{+}$when considering pullback families, this will not be an issue.

Remark 2.15. We stress that Theorem 2.13 states that a symmetric bilinear form $\{\cdot,\rangle:. H \times$ $H \rightarrow \mathbb{R}^{r}$ is an inner product exactly when the pullbacks $\langle\cdot, \cdot\rangle_{L_{t}}$ are eventually scalar products for all families $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right), t \in \mathbb{R}_{+}$, satisfying (2.4) (see however the next remark).

If $\langle\cdot, \cdot\rangle$ is not an inner product, it can still happen that the pullbacks $\langle\cdot, \cdot\rangle_{\underline{L}_{t}}$ are scalar products for certain sequences $\underline{L}_{t}, t \in \mathbb{R}_{+}$, satisfying (2.4) (see Section 11.4 for an interesting example). On the other hand, if such a sequence $\underline{L}_{t}, t \in \mathbb{R}_{+}$, exists, then the bilinear form $\langle\cdot, \cdot\rangle$ is necessarily positive.
Remark 2.16. The proof of Theorem 2.13 shows that if the pullbacks $\langle\cdot, \cdot\rangle_{\underline{L}_{t}}$ are scalar products for some family $\underline{L}_{t}, t \in \mathbb{R}_{+}$, which satisfies the stronger condition that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{L_{t, j}}{L_{t, j+1}} \cdot \frac{L_{t, j}}{L_{t, 1}}=+\infty, \quad \text { for all } j=1, \ldots, r-1, \tag{2.5}
\end{equation*}
$$

then $\langle\cdot, \cdot\rangle$ is necessarily an inner product. This condition implies (2.4) and merely means that the different scales $L_{t, 1}, \ldots, L_{t, r}$ are "very far" from each other.
2.4. The almost orthogonal decomposition. Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product and $\mathrm{F}^{\bullet}$ the induced filtration on $H$.

Consider two elements $\gamma \in \mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$ and $\gamma^{\prime} \in \mathrm{F}^{j^{\prime}} \backslash \mathrm{F}^{j^{\prime}+1}$. Then $\left\{\gamma, \gamma^{\prime}\right\rangle$ lies in $\Lambda \max \left\{j, j^{\prime}\right\}$, that is, it has the form

$$
\left\langle\gamma, \gamma^{\prime}\right\rangle=\left(0, \ldots, 0,\left\{\gamma, \gamma^{\prime}\right\rangle_{\max \left\{j, j^{\prime}\right\}}, \ldots,\left\langle\gamma, \gamma^{\prime}\right\rangle_{r}\right) .
$$

This motivates the following definition.
Definition 2.17 (Almost orthogonality). Two elements $\gamma, \gamma^{\prime} \in H$ are called almost orthogonal and we write $\gamma \perp \gamma^{\prime}$ if $\left\{\gamma, \gamma^{\prime}\right\rangle_{\max \left\{j, j^{\prime}\right\}}=0$ where $j, j^{\prime} \in[r]$ are the indices with $\gamma \in \mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$ and $\gamma^{\prime} \in \mathrm{F}^{j^{\prime}} \backslash \mathrm{F}^{j^{\prime}+1}$.

Two subsets $A, B \subset E$ are called almost orthogonal and we write $A \perp B$, if any pair of elements $\gamma \in A$ and $\eta \in B$ are almost orthogonal. We use the notation $A \oplus B$ for $A+B$, indicating that $A$ and $B$ are almost orthogonal.

The terminology is justified as follows.
Lemma 2.18. If $\gamma \in H$ is almost orthogonal to itself, then $\gamma=0$. In particular, if $U, V \subset H$ are almost orthogonal subspaces, then $U \oplus V$ is a direct sum. That is, if $u+v=0$ for $u \in U$ and $v \in V$, then $u=v=0$.

Proof. If $\gamma \neq 0$, then there exists $k \in[r]$ with $\gamma \in \mathrm{F}^{k} \backslash \mathrm{~F}^{k+1}$. Moreover, $\langle\gamma, \gamma\rangle_{k}>0$ since $\langle\cdot, \cdot\rangle$ is an inner product. On the other hand, if $\gamma$ is orthogonal to itself, then $\langle\gamma, \gamma\rangle_{k}=0$. We have arrived at a contradiction.

As we discuss next, the notion of almost orthogonality allows to canonically decompose $H$ in terms of its graded pieces $\mathrm{gr}^{j} H, j \in[r]$.
Lemma 2.19 (Lifting lemma). Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product. Then for $j \in[r]$, there exists a unique linear map $\mathfrak{p}_{j}^{*}: \operatorname{gr}^{j} H \rightarrow \mathrm{~F}^{j}$ with the following properties:
(1) $\mathfrak{p}_{j} \circ \mathfrak{p}_{j}^{*}=\mathrm{Id}$ and, in particular, $\mathfrak{p}_{j}^{*}: \mathrm{gr}^{j} H \hookrightarrow \mathrm{~F}^{j}$ is an embedding.
(2) The image of $\mathfrak{p}_{j}^{*}$ is almost orthogonal to $\mathrm{F}^{j+1}$.

The inner product space $(H,\{\cdot, \cdot\rangle)$ has the almost orthogonal decomposition

$$
H=\mathfrak{p}_{1}^{*}\left(\operatorname{gr}^{1} H\right) \oplus \mathfrak{p}_{2}^{*}\left(\operatorname{gr}^{2} H\right) \oplus \ldots \oplus \mathfrak{p}_{r}^{*}\left(\operatorname{gr}^{r} H\right) .
$$

That is, $H$ is the direct sum of the subspaces $\mathfrak{p}_{j}^{*}\left(\mathrm{gr}^{j}(H)\right), j \in[r]$, and they are pairwise almost orthogonal.

Definition 2.20. We refer to the embedding $\mathfrak{p}_{j}^{*}: \mathrm{gr}^{j} H \hookrightarrow H$ as the canonical lifting of $\mathrm{gr}^{j} H$ to $H$, and denote its image by $H_{j}:=\mathfrak{p}_{j}^{*}\left(\operatorname{gr}^{j} H\right)$. The resulting almost orthogonal decomposition is denoted by

$$
H=H_{1} \oplus H_{2} \oplus \ldots \oplus H_{r} .
$$

Proof of Lemma 2.19. Fix $j \in[r]$ and let $\gamma \in \operatorname{gr}^{j} H$. We show that there exists a unique element $\theta \in \mathrm{F}^{j}$ such that $\mathfrak{p}_{j}(\theta)=\gamma$, and $\theta$ is almost orthogonal to $\mathrm{F}^{j+1}$. This defines a unique linear map $\mathfrak{p}_{j}^{*}$ with the above properties.

To prove the uniqueness of $\theta$, let $\theta$ and $\theta^{\prime}$ be two elements of $\mathrm{F}^{j}$ such that $\mathfrak{p}_{j}(\theta)=\mathfrak{p}_{j}\left(\theta^{\prime}\right)=\gamma$, and both are almost orthogonal to $\mathrm{F}^{j+1}$. Then the difference $\theta-\theta^{\prime}$ belongs to $\mathrm{F}^{j+1}$ and is moreover almost orthogonal to $\mathrm{F}^{j+1}$. Lemma 2.18 then ensures that $\theta=\theta^{\prime}$.

To prove the existence, we proceed inductively, and show that for each $k=0, \ldots, r-j$, we can find an element $\theta_{j+k} \in \mathrm{~F}^{j}$ such that
(i) $\mathfrak{p}_{j}\left(\theta_{j+k}\right)=\gamma$, and
(ii) for each $h=1, \ldots, k$, we have $\left\langle\theta_{j+k}, \eta\right\rangle_{j+h}=0$ for all $\eta \in \mathrm{F}^{j+h}$.

Setting $\theta=\theta_{r}$, we then obtain the desired element.
For $k=0$, choose any $\theta_{j} \in \mathrm{~F}^{j}$ with $\mathfrak{p}_{j}\left(\theta_{j}\right)=\gamma$. Then $\theta_{j}$ verifies $(i)$ and (ii) is empty.
Assume we have found $\theta_{j+k}$ for some $k<r-j$. Define the linear form

$$
\begin{aligned}
f_{j+k} & : \mathrm{F}^{j+k+1} \rightarrow \mathbb{R} \\
\eta & \longmapsto\left\langle\theta_{j+k}, \eta\right\rangle_{j+k+1} .
\end{aligned}
$$

Since $\langle\cdot, \cdot\rangle_{j+k+1}$ is an inner product on $\mathrm{gr}^{j+k+1} H$, there exists an element $\alpha \in \mathrm{F}^{j+k+1}$ with

$$
f_{j+k}(\eta)=\langle\alpha, \eta\rangle_{j+k+1}, \quad \forall \eta \in \mathrm{~F}^{j+k+1}
$$

Let $\theta_{j+k+1}:=\theta_{j+k}-\alpha$ and note that $\mathfrak{p}_{j}\left(\theta_{j+k+1}\right)=\mathfrak{p}_{j}\left(\theta_{j+k}\right)=\gamma$. Since $\alpha \in \mathrm{F}^{j+k+1}$, we also have $\langle\alpha, \eta\rangle_{j+h}=0$ for any $\eta \in \mathrm{F}^{j+h}$ for all $h=1, \ldots, k$. Finally,

$$
\left\langle\theta_{j+k+1}, \eta\right\rangle_{j+k+1}=\left\langle\theta_{j+k}, \eta\right\rangle_{j+k+1}-\langle\alpha, \eta\rangle_{j+k+1}=0, \quad \forall \eta \in \mathrm{~F}^{j+k+1}
$$

by construction. Thus, $\theta_{j+k+1}$ satisfies the properties $(i)$ and (ii). This finishes the proof of existence and uniqueness of the embedding $\mathfrak{p}_{j}^{*}: \operatorname{gr}^{j} H \hookrightarrow H$.

The properties of $\mathfrak{p}_{j}^{*}$ clearly imply that the subspaces $\mathfrak{p}_{i}^{*}\left(\operatorname{gr}^{j} H\right), j \in[r]$, are pairwise almost orthogonal. It remains to prove that $H$ is the direct sum of these subspaces. Since $\operatorname{dim}(H)=\sum_{j} \operatorname{dim}\left(\mathrm{gr}^{j} H\right)$, the desired claim follows from Lemma 2.18.

## 3. Higher Rank Voronoi decompositions

Throughout this section, let $H$ be a finite dimensional vector space and $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ an inner product with values in $\Lambda=\mathbb{R}^{r}$.

Let $S \subset H$ be a discrete subset of $H$, that is, $S$ has no accumulation point in $H$ endowed with its Euclidean topology. We define the Voronoi cell of $\gamma \in S$ as

$$
\begin{equation*}
\operatorname{Vor}_{S}(\gamma):=\{x \in H \mid\langle x-\gamma, x-\gamma\rangle \leq\langle x-\eta, x-\eta\rangle \text { for all } \eta \in S\} \tag{3.1}
\end{equation*}
$$

If $S$ is understood from the context, we simply write $\operatorname{Vor}(\gamma)$.
The analogy with the case $r=1$ and the relation to degenerating scalar products (see Theorem 2.13 ) suggest to interpret $\langle x, x\rangle$ as the (vector-valued) length of an element $x \in H$. The Voronoi cell of $\gamma$ is precisely the set of all points $x \in H$ whose closest point in $S$ is $\gamma$.


Figure 1. A set $S$ and its Voronoi decomposition as described in Example 3.1. Only the Voronoi cells of the origin and points $\left(a_{n}, b_{n}\right), n \in \mathbb{N}$, are shown. The colored parts of the straight lines belong to the Voronoi cells of the points with the same color.
3.1. Basic properties and pathologies. In the classical setting of a scalar product, that is, $r=1$, the Voronoi cells $\operatorname{Vor}_{S}(\gamma), \gamma \in S$, are convex, closed and have non-empty, mutually disjoint interiors. If $S \subset H$ is finite or $S=\mathbb{L}$ is a lattice in $H$, then each Voronoi cell is a polyhedron, that is, an intersection of finitely many half-spaces in $H$. For a general discrete subset $S \subset H$, the Voronoi cells are generalized polyhedra (see Section 1.4 for the terminology). Moreover, they provide a decomposition $H=\bigcup_{\gamma \in S} \operatorname{Vor}(\gamma)$ of $H$ into (generalized) polyhedra, which is called the Voronoi decomposition, see e.g. [Gru07, Page 465].

These properties can drastically fail for inner products of higher rank, as shown by the following examples.

Example 3.1. Consider $H=\mathbb{R}^{2}, \Lambda=\mathbb{R}^{2}$ with the inner product from Example 2.1,

$$
\begin{aligned}
\langle\cdot, \cdot\rangle: H \times H & \rightarrow \mathbb{R}^{2} \\
\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right) & \mapsto\left(x_{1} \cdot y_{1}, x_{2} \cdot y_{2}\right)
\end{aligned}
$$

Let $S=\{0\} \sqcup\left\{\left(a_{n}, b_{n}\right) \mid n \in \mathbb{Z}_{\geqslant 1}\right\} \sqcup\left\{\left(c_{n}, d_{n}\right) \mid n \in \mathbb{Z}_{\leqslant-1}\right\}$ be a sequence of points in $\mathbb{R}^{2}$ with coordinates verifying

$$
\begin{aligned}
a_{1}>a_{2}>a_{3}>\cdots>0, & 0<b_{1}<b_{2}<b_{3}<\ldots, \quad \text { and } \\
c_{-1}<c_{-2}<c_{-3}<\cdots<0, & 0>d_{-1}>d_{-2}>d_{-3}>\ldots
\end{aligned}
$$

such that

$$
\lim _{n \rightarrow+\infty} a_{n}=\lim _{n \rightarrow-\infty} c_{n}=0, \quad \lim _{n \rightarrow+\infty} b_{n}=+\infty, \quad \quad \lim _{n \rightarrow-\infty} d_{n}=-\infty
$$

The Voronoi decomposition of the sequence is depicted in Figure 1. In particular, the Voronoi cell of the origin depicted in azure is $\operatorname{Vor}(0)=\{0\} \times \mathbb{R}$ and has empty interior in $H$.

For $n \geqslant 1$, we have

$$
\operatorname{Vor}\left(\left(a_{n}, b_{n}\right)\right)=\left\{x \in \mathbb{R}^{2} \mid A_{n}<x_{1}<A_{n-1}\right\} \sqcup\left\{A_{n}\right\} \times\left(-\infty, B_{n}\right] \sqcup\left\{A_{n-1}\right\} \times\left[B_{n-1},+\infty\right)
$$

with

$$
A_{0}=\infty, \quad A_{n}=\frac{a_{n}+a_{n+1}}{2}, \quad \text { and } \quad B_{n}=\frac{b_{n}+b_{n+1}}{2} \quad \forall n \geqslant 1
$$

The cell $\operatorname{Vor}\left(\left(c_{n}, d_{n}\right)\right)$ has a similar description. Note that these cells are not closed.

We will be particularly interested in the case where $S=\mathbb{L}$ is a lattice of full dimension in $H$. In this case, we have

$$
\operatorname{Vor}(\gamma)=\operatorname{Vor}(0)+\gamma, \quad \gamma \in \mathbb{L}
$$

In the classical setting, when $r=1$, the $\operatorname{Voronoi}$ cell $\operatorname{Vor}(0)$ is a polytope of full dimension. Moreover, the cells $\operatorname{Vor}(\gamma), \gamma \in S$, provide an $\mathbb{L}$-periodic tiling of $H$ by polytopes.

However, even in the case of lattices, Voronoi cells of higher rank inner products behave different from their classical counterparts.

Example 3.2. Consider $H=\mathbb{R}^{2}$ with the $\left(\mathbb{R}^{2}\right)$-valued inner product from Example 2.1. Let $\mathbb{L}$ be the lattice of rank two generated by the vectors $(\pi, 1)$ and $(1,0)$, so that

$$
\mathbb{L}=\{(a \pi+b, a) \mid a, b \in \mathbb{Z}\}
$$

Then, we have

$$
\operatorname{Vor}(0)=\{0\} \times \mathbb{R}
$$

and more generally

$$
\operatorname{Vor}((a \pi+b, a))=\{(a \pi+b)\} \times \mathbb{R}
$$

Thus, the Voronoi cells $\operatorname{Vor}(\gamma), \gamma \in \mathbb{L}$, are unbounded and have empty interiors. Note that they do not provide a decomposition of $H$. For instance, a point $x \in H$ of the form $x=\left(x_{1}, x_{2}\right)$ with $x_{1} \in \mathbb{Q} \backslash \mathbb{Z}$ does not belong to any of the Voronoi cells.

Example 3.3. Figure 5 shows an example with $H$ of dimension two, the space of values $\Lambda=\mathbb{R}^{2}$, and $S=\mathbb{L}$ a lattice of full rank in $H$. The Voronoi cell $\operatorname{Vor}(0)$ is bounded and has non-empty interior, but is not closed. The closures $\overline{\operatorname{Vor}}(\gamma), \gamma \in \mathbb{L}$, provide a polyhedral tiling of $H$.

The following proposition summarizes the basic properties of higher rank Voronoi cells.
Proposition 3.4. Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product and $S$ a discrete subset of $H$. Then for any $\gamma \in S$, the Voronoi cell $\operatorname{Vor}(\gamma)$ is a non-empty convex set. Moreover, the interiors of the Voronoi cells are mutually disjoint.

In general, $\operatorname{Vor}(\gamma)$ is not closed and can have empty interior. The union of the Voronoi cells can be a proper subset of $H$. Moreover, even in case that $S=\mathbb{L}$ is a lattice of full rank in $H$, the Voronoi cell $\operatorname{Vor}(\gamma)$ can be unbounded.

Suppose that $0 \in S$. A point $x$ belongs to the Voronoi cell $\operatorname{Vor}(0)$ of $0 \in S$ exactly when

$$
\langle x, x\rangle \leq\langle x-\eta, x-\eta\rangle \quad \text { for all } \eta \in S
$$

For $\eta \in S$, the above inequality can be written as

$$
2\langle x, \eta\rangle \leq\langle\eta, \eta\rangle .
$$

This formulation involves the $\mathbb{R}^{r}$-valued linear form $2\{\cdot, \eta\rangle$ on $H$ and the constant $\langle\eta, \eta\rangle \in \mathbb{R}^{r}$. The set of points $x \in H$ satisfying this inequality may be viewed as a higher rank version of a half-space in $H$.

Proof of Proposition 3.4. Obviously, $\operatorname{Vor}(\gamma)$ is non-empty as it contains $\gamma$. In proving that $\operatorname{Vor}(\gamma)$ is convex and $\operatorname{int}(\operatorname{Vor}(\gamma)) \cap \operatorname{int}(\operatorname{Vor}(\eta))=\varnothing$ for $\gamma \neq \eta$, without loss of generality, we can assume that $\gamma=0$. For $x, y \in \operatorname{Vor}(0), t \in[0,1]$, and $\eta \in S$, we have

$$
2 \varangle t x+(1-t) y, \eta\rangle=2 t\langle x, \eta\rangle+2(1-t)\langle y, \eta\rangle \leq t\langle\eta, \eta\rangle+(1-t) \varangle \eta, \eta\rangle=\langle\eta, \eta\rangle
$$

and hence $\operatorname{Vor}(0)$ is convex.
Next, we prove that the interiors of $\operatorname{Vor}(0)$ and $\operatorname{Vor}(\eta), \eta \neq 0$ are disjoint. Suppose that $x$ belongs to both $\operatorname{Vor}(0)$ and $\operatorname{Vor}(\eta)$. Then, $\langle x, x\rangle=\langle x-\eta, x-\eta\rangle$ and hence $2\langle x, \eta\rangle=\langle\eta, \eta\rangle$. On the other hand, if $x$ lies in the interior of $\operatorname{Vor}(0)$, then $x+\varepsilon \eta$ belongs to $\operatorname{Vor}(0)$ for some
small $\varepsilon>0$. In particular, $2\langle x+\varepsilon \eta, \eta\rangle \leq\langle\eta, \eta\rangle$. This however implies that $\langle\eta, \eta\rangle=2\langle x, \eta\rangle \leq$ $(1-2 \varepsilon)\langle\eta, \eta\rangle$, a contradiction.

Examples 3.1 and 3.2 demonstrate that $\operatorname{Vor}(\gamma)$ can be unbounded, non-closed and have empty interior. In Example 3.2, the Voronoi cells do not cover $H$ and are unbounded.
3.2. Admissible discrete sets and their Voronoi decompositions. The above examples suggest that discrete sets in the Euclidean topology on $H$ are not necessarily well compatible with higher rank inner products. In this section, we formulate a notion of discreteness in the higher rank setting, and prove that this leads to well-behaving Voronoi decompositions.
3.2.1. Admissible discrete sets. Let $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product with values in $\mathbb{R}^{r}$. Let $H=H_{1} \oplus \ldots \oplus H_{r}$ be the almost orthogonal decomposition. We write elements $x \in H$ as $x=x_{1}+\cdots+x_{r}$ with $x_{j} \in H_{j}, j=1, \ldots, r$.

Consider a subset $S \subset H$. For each $j \in[r]$ and a tuple $z=\left(z_{1}, \ldots, z_{j-1}\right)$, with $z_{i} \in H_{i}$ for $i=1, \ldots, j-1$, define the subset $S_{/ z} \subseteq S$ as

$$
\begin{equation*}
S_{/ z}:=\left\{\gamma=\gamma_{1}+\cdots+\gamma_{r} \in S \mid \gamma_{i}=z_{i} \text { for } i=1, \ldots, j-1\right\} . \tag{3.2}
\end{equation*}
$$

Moreover, we define the translated set

$$
\begin{equation*}
T S(z):=S_{/ z}-z_{1}-\cdots-z_{j-1} \tag{3.3}
\end{equation*}
$$

We have $T S(z) \subset \mathrm{F}^{j}$. In the special case $j=1$, we have the empty vector $z=\varnothing$ and recover

$$
S_{/ \varnothing}=T S(\varnothing)=S \subset \mathrm{~F}^{1}
$$

Definition 3.5 (Admissible discrete sets). A subset $S \subset H$ is called admissible discrete for the inner product $\langle\cdot, \cdot\rangle$, if for all $j \in[r]$ and all tuples $z=\left(z_{1}, \ldots, z_{j-1}\right)$, with $z_{i} \in H_{i}$ for $i=1, \ldots, j-1$, the projection $\mathfrak{p}_{j}(T S(z))$ is a discrete set in $\mathrm{gr}^{j} H$.

Example 3.2 shows that not all discrete sets are admissible discrete. However, the converse is always true.
Proposition 3.6. Every admissible discrete set $S$ in an inner product space $(H,\{\cdot, \cdot\rangle)$ is discrete with respect to the Euclidean topology on $H$.

Proof. Assume that this is not the case and let $x$ be an accumulation point of $S$. Then, there exists a sequence $\left(x^{n}\right)_{n \in \mathbb{N}}$ with $x^{n} \in S \backslash\{x\}$ for all $n$, which converges to $x$. Proceeding by induction on $j \in[r]$, we show that the equality $x_{i}^{n}=x_{i}$ hold for all $i=1, \ldots, j$, and $n \in \mathbb{N}$ large enough. Setting $j=r$, this shows that $x^{n}=x$ for all large $n \in \mathbb{N}$, contradicting the assumption.

For $j=1$, we use the discreteness of the set $\mathfrak{p}_{1}(S)$ to infer that the projections $\mathfrak{p}_{1}\left(x^{n}\right)$ are eventually equal to $\mathfrak{p}_{1}(x)$. This implies that $x_{1}^{n}=\mathfrak{p}_{1}^{*}\left(\mathfrak{p}_{1}\left(x^{n}\right)\right)=\mathfrak{p}_{1}^{*}\left(\mathfrak{p}_{1}(x)\right)=x_{1}$, as required. Assume that the statement holds for $j-1$ and let $z=\left(x_{1}, \ldots, x_{j-1}\right)$. We use the discreteness of the set $\mathfrak{p}_{j}(T S(z))$ to infer that for large enough $n$, we have

$$
\mathfrak{p}_{j}\left(x_{j}^{n}\right)=\mathfrak{p}_{j}\left(x^{n}-x_{1}^{n}-\cdots-x_{j-1}^{n}\right)=\mathfrak{p}_{j}\left(x_{j}\right)
$$

Applying $\mathfrak{p}_{j}^{*}$, we infer that $x_{j}^{n}=x_{j}$ for large enough $n$, as required.
Remark 3.7. In Section 11.2, we introduce a new topology on $H$ whose discrete sets are precisely the admissible discrete sets for the inner product $\langle\cdot, \cdot\rangle$. Since this topology is coarser than the Euclidean topology on $H$, this gives an alternative proof of Proposition 3.6.
Remark 3.8 (Admissible discrete sets for a filtration). Admissible discrete sets can equivalently be defined by using the filtration $\mathrm{F}^{\bullet}$ induced by the inner product $\langle\cdot\rangle$.

More generally, if $H$ is a vector space of finite dimension and $\mathrm{F}^{\bullet}: \mathrm{F}^{1}=H \supseteq \cdots \supseteq \mathrm{~F}^{r} \supseteq$ $\mathrm{F}^{r+1}=(0)$ a non-increasing filtration, then we say that a subset $S \subset H$ is admissible discrete for $\mathrm{F}^{\bullet}$ if recursively the following properties (1) and (2) hold...
(1) The projection $S_{1}:=\mathfrak{p}_{1}(S)$ of $S$ into $\mathrm{gr}^{1} H=\mathrm{F}^{1} / \mathrm{F}^{2}$ is a discrete set.
(2) For each $\gamma \in S$, the subset $T S(\gamma):=S_{/ \mathfrak{p}_{1}(\gamma)}-\gamma$ of $\mathrm{F}^{2}$ is admissible discrete in $\mathrm{F}^{2}$ for the induced filtration $\mathrm{F}^{2} \supseteq \mathrm{~F}^{3} \supseteq \cdots \supseteq \mathrm{~F}^{r} \supseteq \mathrm{~F}^{r+1}=(0)$.
Here, for $a \in S_{1}$, we set

$$
\begin{equation*}
S_{/ a}:=\mathfrak{p}_{1}^{-1}(a)=\left\{\theta \in S \mid \mathfrak{p}_{1}(\theta)=a\right\} \subset S \tag{3.4}
\end{equation*}
$$

One can show that a subset $S \subset H$ is admissible discrete for an inner product $\langle\cdot, \cdot\rangle$ if and only if it is admissible discrete for the filtration $\mathrm{F}^{\bullet}$ induced by $\langle\cdot, \cdot\rangle$. In particular, if two inner products induce the same filtration $\mathrm{F}^{\bullet}$ on $H$, then they have the same admissible discrete sets.
3.2.2. Voronoi decomposition induced by an admissible discrete set. We have the following Voronoi decomposition theorem for admissible discrete sets.

Theorem 3.9. Let $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product and $S \subset H$ an admissible discrete set. Then, the sets $\operatorname{Vor}_{S}(\gamma), \gamma \in S$, cover the full space, that is, $H=\bigcup_{\gamma \in S} \operatorname{Vor}_{S}(\gamma)$.

We call the above decomposition $H=\bigcup_{\gamma \in S} \operatorname{Vor}_{S}(\gamma)$ the Voronoi decomposition associated to the inner product $\langle\cdot, \cdot\rangle$ and the admissible discrete set $S$.

In the proof, we use the almost orthogonal decomposition $H=\oplus_{j=1}^{r} H_{j}$ and decompose each element $x \in H$ as $x=x_{1}+\cdots+x_{r}$ with $x_{j} \in H_{j}$.

Proof. We have to prove that for every $x \in H$, there exists an element $\gamma \in S$ such that $\mathfrak{q}(x-\gamma) \leq_{\text {lex }} \mathfrak{q}(x-\eta)$ for all $\eta \in S$. Since $\leq_{\text {lex }}$ is a total order on $\mathbb{R}^{r}$, it suffices to construct a finite set $\mathbb{S} \subset S$ with the property that for every $\eta \in S \backslash \mathbb{S}$, there exists an element $\gamma \in \mathbb{S}$ with $\mathfrak{q}(x-\gamma)<_{\text {lex }} \mathfrak{q}(x-\eta)$.

In order to prove this, we proceed by induction on the dimension $r$ of $\mathbb{R}^{r}$. For $r=1$, we are in the case of a scalar product and the claim is trivial.

Let $H^{\prime}:=H / \mathrm{F}^{r}$ and denote by $\mathfrak{p}: H \rightarrow H^{\prime}$ the projection map. The first $r-1$ components of $\{\cdot, \cdot\rangle$ define an inner product with values in $\mathbb{R}^{r-1}$

$$
\begin{gathered}
{[\cdot, \cdot]: H^{\prime} \times H^{\prime} \rightarrow \mathbb{R}^{r-1}} \\
{[x, y]:=\left(\langle x, y\rangle_{1}, \ldots,\langle x, y\rangle_{r-1}\right) \quad \forall x, y \in H^{\prime} .}
\end{gathered}
$$

The almost orthogonal decomposition $H^{\prime}=\oplus_{j=1}^{r-1} H_{j}^{\prime}$ of $H^{\prime}$ is given by $H_{j}^{\prime}=\mathfrak{p}\left(H_{j}\right)$. Moreover, the projection $S^{\prime}:=\mathfrak{p}(S)$ of $S$ in $H^{\prime}$ is an admissible discrete set in $H^{\prime}$.

Using the induction hypothesis for the inner product $[\cdot, \cdot]$, the point $\mathfrak{p}(x)$, and the set $S^{\prime}$, we infer the existence of a finite, non-empty subset $\mathbb{S}^{\prime} \subset S^{\prime}$ with the property that for any $\eta^{\prime} \in S^{\prime} \backslash \mathbb{S}^{\prime}$, there exists an element $\gamma^{\prime} \in \mathbb{S}^{\prime}$ with $\left[\mathfrak{p}(x)-\gamma^{\prime}, \mathfrak{p}(x)-\gamma^{\prime}\right]<_{\text {lex }}\left[\mathfrak{p}(x)-\eta^{\prime}, \mathfrak{p}(x)-\eta^{\prime}\right]$.

This implies that for $\gamma \in \mathfrak{p}^{-1}\left(\mathbb{S}^{\prime}\right)$ and $\eta \in S \backslash \mathfrak{p}^{-1}\left(\mathbb{S}^{\prime}\right)$, we have $\mathfrak{q}(x-\gamma)=\left([\mathfrak{p}(x-\gamma), \mathfrak{p}(x-\gamma)], \mathfrak{q}_{r}(x-\gamma)\right)<_{\text {lex }}\left([\mathfrak{p}(x-\eta), \mathfrak{p}(x-\eta)], \mathfrak{q}_{r}(x-\eta)\right)=\mathfrak{q}(x-\eta)$. Moreover, setting $S_{u}=\{\gamma \in S \mid \mathfrak{p}(\gamma)=u\}$, we can write $\mathfrak{p}^{-1}\left(\mathbb{S}^{\prime}\right)$ as a finite union

$$
\mathfrak{p}^{-1}\left(\mathbb{S}^{\prime}\right)=\bigcup_{u \in \mathbb{S}^{\prime}} S_{u}
$$

It thus suffices to construct for $u \in \mathbb{S}^{\prime}$ a finite subset $\mathbb{S}_{u} \subset S_{u}$ with the following property:

$$
\begin{equation*}
\text { For every } \eta \in S_{u} \backslash \mathbb{S}_{u} \text {, there exists a } \gamma \in \mathbb{S}_{u} \text { with } \mathfrak{q}(x-\gamma)<_{\operatorname{lex}} \mathfrak{q}(x-\eta) \tag{3.5}
\end{equation*}
$$

Indeed, setting $\mathbb{S}=\bigcup_{u \in \mathbb{S}^{\prime}} \mathbb{S}_{u}$, we obtain a set with the desired property.

Given $u \in \mathbb{S}^{\prime}$, we write it as $u=u_{1}+\ldots u_{r-1}$ with $u_{j} \in H_{j}^{\prime}$. For $j=1, \ldots, r-1, \mathfrak{p}$ is injective on $H_{j}$ and $\mathfrak{p}\left(H_{j}\right)=H_{j}^{\prime}$. Hence, there exists a unique element $z_{j} \in H_{j}$ with $\mathfrak{p}\left(z_{j}\right)=u_{j}$. Considering the tuple $\left(z_{1}, \ldots, z_{r-1}\right)$, we can identify

$$
\begin{aligned}
S_{u} & =\left\{\gamma \in S \mid \mathfrak{p}(\gamma)_{i}=u_{i} \text { for } i=1, \ldots, r-1\right\} \\
& =\left\{\gamma \in S \mid \gamma_{i}=z_{i} \text { for } i=1, \ldots, r-1\right\} \\
& =S_{/\left(z_{1}, \ldots z_{r-1}\right)}
\end{aligned}
$$

Since $S$ is admissible discrete in $H$, we infer that the set $A=\left\{\gamma_{r} \mid \gamma \in S_{/\left(z_{1}, \ldots z_{r-1}\right)}\right\}$ is discrete in $H_{r}$. Thus, there exists a finite, non-empty subset $I_{u} \subset A$ with

$$
\forall b \in A \backslash I_{u}, \exists a \in I_{u} \quad \mathfrak{q}_{r}\left(x_{r}-a\right)<\mathfrak{q}_{r}\left(x_{r}-b\right)
$$

Then $\mathbb{S}_{u}:=\left\{\gamma \in S_{/\left(z_{1}, \ldots z_{r-1}\right)} \mid \gamma_{r} \in I_{u}\right\}$ is a finite, non-empty subset of $S_{u}$. We show that this set verifies the property (3.5).

Let $\eta \in S_{u} \backslash \mathbb{S}_{u}$. Then, we choose $\gamma \in \mathbb{S}_{u}$ with the property that $\mathfrak{q}_{r}\left(x_{r}-\gamma_{r}\right)<\mathfrak{q}\left(x_{r}-\eta_{r}\right)$. Using the almost orthogonality,

$$
\begin{aligned}
\mathfrak{q}_{r}(x-\gamma) & =\mathfrak{q}_{r}\left(x_{r}-\gamma_{r}+\sum_{j=1}^{r-1} x_{j}-z_{j}\right)=\mathfrak{q}_{r}\left(x_{r}-\gamma_{r}\right)+\mathfrak{q}_{r}\left(\sum_{j=1}^{r-1} x_{j}-z_{j}\right) \\
& <\mathfrak{q}_{r}\left(x_{r}-\eta_{r}\right)+\mathfrak{q}_{r}\left(\sum_{j=1}^{r-1} x_{j}-z_{j}\right)=\mathfrak{q}_{r}(x-\eta)
\end{aligned}
$$

Since $\mathfrak{q}_{j}(x-\gamma)=\mathfrak{q}_{j}(x-\eta)$ for $j=1, \ldots, r-1$, it follows that $\mathfrak{q}(x-\gamma)<_{\text {lex }} \mathfrak{q}(x-\eta)$. Thus, $\mathbb{S}_{u}$ has the desired properties and the proof is complete.

## 4. Structure of Voronoi cells

Let $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product with values in $\Lambda=\mathbb{R}^{r}$ and $S \subset H$ an admissible discrete subset. Consider the associated Voronoi decomposition $\bigcup_{\gamma \in S} \operatorname{Vor}_{S}(\gamma)=H$ (see Theorem 3.9). In this section, we provide a description of the closed Voronoi cells $\overline{\operatorname{Vor}}_{S}(\gamma)$.

Consider the filtration $\mathrm{F}^{\bullet}=\left(\mathrm{F}^{j}\right)_{j}$ on $H$ induced by $\langle\cdot, \cdot\rangle$. Recall that the $j$ th graded piece $\operatorname{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1}, j \in[r]$, is endowed with the scalar product $\langle\cdot, \cdot\rangle_{j}: \operatorname{gr}^{j} H \times \operatorname{gr}^{j} H \rightarrow \mathbb{R}$. We have the almost orthogonal decomposition $H=\oplus_{j=1}^{r} H_{j}$. In the following, we decompose each $x \in H$ as $x=x_{1}+\cdots+x_{r}$ with $x_{j} \in H_{j}, j=1, \ldots, r$. Note that $\{\cdot, \cdot\rangle_{j}$ is a scalar product on $H_{j}$. Moreover, we have $H_{j} \subseteq \mathrm{~F}^{j}$ and $H_{j} \simeq \mathrm{gr}^{j} H$, where the isomorphism is given by $\mathfrak{p}_{j}^{*}$ in the Lifting Lemma 2.19.

Consider an element $\gamma=\gamma_{1}+\cdots+\gamma_{r}$ in $S$. For $j \in[r]$, define the subset $S_{\gamma, j} \subset H_{j}$ by

$$
S_{\gamma, j}=\left\{\theta_{j} \mid \theta \in S \text { and } \theta_{i}=\gamma_{i} \text { for } i \in\{1, \ldots, j-1\}\right\} .
$$

Note that $S_{\gamma, 1}=\left\{\theta_{1} \mid \theta \in S\right\}$ does not depend on $\gamma$.
Using the tuple $\left(\gamma_{1}, \ldots, \gamma_{j-1}\right)$ and the notation from (3.2) and (3.3), we have

$$
S_{\gamma, j}=\left\{\theta_{j} \mid \theta \in S_{/\left(\gamma_{1}, \ldots, \gamma_{j-1}\right)}\right\}=\mathfrak{p}_{j}^{*}\left(\mathfrak{p}_{j}\left(T S\left(\gamma_{1}, \ldots, \gamma_{j-1}\right)\right)\right)
$$

Since $S$ is admissible discrete, $S_{\gamma, j}$ is a discrete subset of $H_{j}$ with $\gamma_{j} \in S_{\gamma, j}$. Let

$$
V_{\gamma, j}:=\operatorname{Vor}_{S_{\gamma, j}}\left(\gamma_{j}\right) \subseteq H_{j}
$$

be the Voronoi cell of $\gamma_{j}$ in $H_{j}$ associated to $S_{\gamma, j}$ and the scalar product $\langle\cdot, \cdot\rangle_{j}$.
The main result of this section reads as follows.

Theorem 4.1 (Almost orthogonal decomposition theorem for Voronoi cells). Notations as above, let $S \subset H$ be an admissible discrete set and $\gamma \in S$. Then, the closure of $\operatorname{Vor}_{S}(\gamma)$ has the almost orthogonal decomposition

$$
\overline{\operatorname{Vor}}_{S}(\gamma)=V_{\gamma, 1} \oplus \ldots \oplus V_{\gamma, r}
$$

That is, $\overline{\operatorname{Vor}}_{S}(\gamma)$ coincides with the Minkowski sum of the $V_{\gamma, j}, j \in[r]$, and these sets are pairwise almost orthogonal.

It follows that $\overline{\operatorname{Vor}}_{S}(\gamma)$ is a (generalized) polyhedron with a non-empty interior.
Remark 4.2. We stress that taking the closure of the Voronoi cell in Theorem 4.1 is necessary, since the Voronoi cells are not always closed (see Figure 2, as well as Figure 5 and Section 10 for examples).
Corollary 4.3. Let $S \subset H$ be an admissible discrete set. Then, the closures of Voronoi cells provide a tiling of $H$ with (generalized) polyhedra

$$
H=\bigcup_{\gamma \in S} \overline{\operatorname{Vor}}_{S}(\gamma)
$$

Moreover, the polyhedra $\overline{\operatorname{Vor}}_{S}(\gamma), \gamma \in S$, have mutually disjoint, non-empty interiors.
Proof. By Theorem 3.9 and Theorem 4.1, the closed Voronoi cells $\overline{\operatorname{Vor}}_{S}(\gamma)$ are (generalized) polyhedra and cover $H$. The remaining claim follows from Proposition 3.4. Note that, due to convexity, $\overline{\operatorname{Vor}}_{S}(\gamma)$ and $\operatorname{Vor}_{S}(\gamma)$ have the same interior.

Proof of Theorem 4.1. We first prove the claim in the case $0 \in S$ and $\gamma=0$, and then explain how this implies the general case. In this case, we have

$$
S_{j}:=S_{\gamma, j}=\left\{\theta_{j} \mid \theta \in S \text { and } \theta_{1}=\cdots=\theta_{j-1}=0\right\}=\left\{\theta_{j} \mid \theta \in S \cap \mathrm{~F}^{j}\right\}
$$

and

$$
V_{j}:=V_{\gamma, j}=\operatorname{Vor}_{S_{j}}(0) \quad j=1, \ldots, r
$$

Since $V_{j} \subset H_{j}$, we have $V_{i} \perp V_{j}$ for $i \neq j$. We will show that $\overline{\operatorname{Vor}}_{S}(0)=V_{1} \oplus \ldots \oplus V_{r}$.
We first prove the inclusion $\overline{\operatorname{Vor}}_{S}(0) \subseteq V_{1} \oplus \ldots \oplus V_{r}$. It will suffice to show that

$$
\operatorname{Vor}_{S}(0) \subseteq V_{1} \oplus \ldots \oplus V_{r}
$$

as the right hand side is clearly closed in $H$. Let $x \in \operatorname{Vor}_{S}(0)$. Then we have the inequalities

$$
2\langle x, \gamma\rangle \leq_{\text {lex }}\langle\gamma, \gamma\rangle \quad \forall \gamma \in S
$$

Looking at the first coordinate in both sides, we obtain the inequalities

$$
2\langle x, \gamma\rangle_{1} \leqslant\langle\gamma, \gamma\rangle_{1} \quad \forall \gamma \in S
$$

Using the almost orthogonal decomposition, these inequalities can be rewritten as

$$
2\left\{x_{1}, \gamma_{1}\right\rangle_{1} \leqslant\left\langle\gamma_{1}, \gamma_{1}\right\rangle_{1} \quad \forall \gamma \in S
$$

This shows that $x_{1}$ belongs to the Voronoi cell $V_{1}=\operatorname{Vor}_{S_{1}}(0)$ in $H_{1}$.
The difference $x-x_{1}$ belongs to $\mathrm{F}^{2}$, and for all $\gamma \in \mathrm{F}^{2} \cap S$, we have

$$
2\left\langle x-x_{1}, \gamma\right\rangle_{2}=2\langle x, \gamma\rangle_{2} \leq_{\operatorname{lex}}\langle\gamma, \gamma\rangle_{2}
$$

which is equivalent to the inequalities

$$
2\left\langle x_{2}, \gamma_{2}\right\rangle_{2} \leq_{\operatorname{lex}}\left\langle\gamma_{2}, \gamma_{2}\right\rangle_{2} \quad \forall \gamma \in \mathrm{~F}^{2} \cap S
$$

This means that $x_{2}$ belongs to the Voronoi cell $V_{2}=\operatorname{Vor}_{S_{2}}(0)$ in $H_{2}$. Proceeding inductively in $j$, we find that $x_{1} \in V_{1}, x_{2} \in V_{2}, \ldots, x_{j} \in V_{j}$, and

$$
2\left\langle x_{j+1}, \gamma_{j+1}\right\rangle_{j+1} \leq_{\text {lex }}\left\langle\gamma_{j+1}, \gamma_{j+1}\right\rangle_{j+1} \quad \forall \gamma \in \mathrm{~F}^{j+1} \cap S
$$

For $j=r$, we obtain $x \in V_{1} \oplus \ldots \oplus V_{r}$, as required.
We now show the reverse inclusion $V_{1} \oplus \ldots \oplus V_{r} \subseteq \overline{\operatorname{Vor}}_{S}(0)$. Since the interior $\operatorname{int}\left(V_{j}\right)$ is dense in $V_{j}$ (viewed as a subset of $H_{j}$ ), it will be enough to prove the inclusion

$$
\stackrel{\circ}{V}_{1} \oplus \ldots \oplus \stackrel{\circ}{V}_{r} \subseteq \operatorname{Vor}_{S}(0)
$$

for the sets

$$
\stackrel{\circ}{V}_{j}:=\operatorname{int}\left(V_{j}\right)=\operatorname{int}\left(\operatorname{Vor}_{S_{j}}(0)\right) .
$$

More precisely, here we take the interior of $V_{j}$ as a subset of $H_{j}$, and view it as a subset of $H$. Let $x=x_{1}+\cdots+x_{r}$ be a point in the left hand side, with $x_{j} \in \grave{V}_{j}$. We prove that $x \in \operatorname{Vor}_{S}(0)$ by verifying the inequalities

$$
2\langle x, \gamma\rangle \leq_{\text {lex }}\langle\gamma, \gamma\rangle \quad \forall \gamma \in S .
$$

We will in fact prove the strict inequalities.
Take an element $\gamma \in S \backslash\{0\}$, and let $j \in[r]$ be the integer with $\gamma \in \mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$. Then,

$$
\langle\gamma, \gamma\rangle_{1}=\cdots=\langle\gamma, \gamma\rangle_{j-1}=0, \quad\langle\gamma, \gamma\rangle_{j}>0 .
$$

The Lifting Lemma 2.19 implies that

$$
\left\langle x_{i}, \gamma\right\rangle_{j}=0 \quad \text { for } i \neq j .
$$

For $i=j$, we have

$$
\left\langle x_{j}, \gamma\right\rangle_{j}=\left\langle x_{j}, \gamma_{j}\right\rangle_{j} .
$$

Since $x_{j} \in \stackrel{\circ}{V}_{j}$, and $\gamma \in S \cap \mathrm{~F}^{j} \backslash \mathrm{~F}^{j+1}$, it follows that $\gamma_{j} \neq 0$ and

$$
2\left\langle x_{j}, \gamma_{j}\right\rangle_{j}<\left\langle\gamma_{j}, \gamma_{j}\right\rangle_{j}=\langle\gamma, \gamma\rangle_{j} .
$$

Combining the above, we infer that, as required,

$$
2\langle x, \gamma\rangle=\left(0, \ldots, 0,2\left\langle x_{j}, \gamma\right\rangle_{j}, *, \ldots, *\right)<_{\operatorname{lex}}\left(0, \ldots, 0,\langle\gamma, \gamma\rangle_{j}, *, \ldots, *\right)=\langle\gamma, \gamma\rangle .
$$

The remaining claims on $\overline{\operatorname{Vor}}_{S}(0)$ follow from the decomposition just established and the properties of the (generalized) polyhedra $V_{j}, j=1, \ldots, r$.

The statement for $\gamma \in S$ follows by applying the decomposition to the translated set $S^{\prime}=S-\gamma$, which is again admissible discrete, and noticing that

$$
\operatorname{Vor}_{S}(\gamma)=\operatorname{Vor}_{S^{\prime}}(0)+\gamma=\left(\operatorname{Vor}_{S_{1}^{\prime}}(0)+\gamma_{1}\right) \oplus \ldots \oplus\left(\operatorname{Vor}_{S_{r}^{\prime}}(0)+\gamma_{r}\right)=V_{\gamma, 1} \oplus \ldots \oplus V_{\gamma, r} .
$$

Example 4.4. Consider $H=\mathbb{R}^{2}$ with the rank two Euclidean product $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{2}$ from Example 2.1. Then, $S=\{(0, n) \mid n \in \mathbb{Z}\} \cup\{(1,2 n) \mid n \in \mathbb{Z}\}$ is an admissible discrete set in $H$. The induced Voronoi decomposition is depicted in Figure 2. Taking the closures of the Voronoi cells, we obtain a polyhedral tiling of $\mathbb{R}^{2}$. Note that the intersection of two polyhedral tiles is not necessarily a common face.

## 5. Tame degenerations

Throughout this section, let $H$ be a real vector space of finite dimension endowed with an inner product

$$
\langle x, y\rangle=\left(\langle x, y\rangle_{1},\langle x, y\rangle_{2}, \ldots,\langle x, y\rangle_{r}\right), \quad x, y \in H,
$$

with values in $\Lambda=\mathbb{R}^{r}$ with the lexicographic order. Let

$$
\begin{equation*}
H=H_{1} \oplus H_{2} \oplus \ldots \oplus H_{r} \tag{5.1}
\end{equation*}
$$

be the almost orthogonal decomposition with $H_{j}:=\mathfrak{p}_{j}^{*}\left(\mathrm{gr}^{j} H\right)$ (see Lemma 2.19). As before, each element $x \in H$ is written as $x=x_{1}+\cdots+x_{r}$ with $x_{j} \in H_{j}, j \in[r]$.


Figure 2. The Voronoi decomposition of Example 4.4. The common parts of red and blue Voronoi cells are shown in purple. Note that the Voronoi cell of the point $(1,2 n), n \in \mathbb{Z}$, drawn in red, is not closed. The blue Voronoi cells are closed, and their vertices are purple.

Convention 5.1 (Reference norm). In the following, we will need to endow $H$ with a reference norm denoted by $|\cdot|$. By equivalence of norms on a given finite dimensional vector space, the discussion in the rest of the paper is independent of the choice of this reference norm. In order to streamline the presentation, we however make the natural choice given by

$$
\begin{equation*}
|x|=\left(\sum_{j=1}^{r}\left\langle x_{j}, x_{j}\right\rangle_{j}\right)^{\frac{1}{2}}, \quad x \in H \tag{5.2}
\end{equation*}
$$

The fact that the $j$ th component $\langle\cdot, \cdot\rangle_{j}$ of the inner product $\langle\cdot, \cdot\rangle$ is a scalar product on $H_{j}$ ensures that $|\cdot|$ is indeed a norm on $H$.
5.1. Properties of pullback families. Consider a sequence $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right) \in \mathbb{R}_{+}^{r}$, $t \in \mathbb{R}_{+}$, such that

$$
\lim _{t \rightarrow \infty} \frac{L_{t, j}}{L_{t, j+1}}=+\infty, \quad 1 \leqslant j \leqslant r-1 .
$$

Consider the pullback family $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, given by

$$
\begin{equation*}
\langle x, y\rangle_{t}=\langle x, y\rangle_{\underline{L}_{t}}=L_{t, 1}\langle x, y\rangle_{1}+\cdots+L_{t, r}\langle x, y\rangle_{r}, \quad x, y \in H, \tag{5.3}
\end{equation*}
$$

Corollary 2.14 ensures that $\langle\cdot, \cdot\rangle_{t}$ is a scalar product on $H$ for $t$ large enough.
Proposition 5.2. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a pullback family with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right)$. Then the following properties hold:

- There exists a constant $C_{1}>0$ such that for any distinct integers $i, j \in[r]$ and all large enough $t$, we have

$$
\begin{equation*}
\left|\langle x, y\rangle_{t}\right| \leqslant C_{1} L_{t, \max \{i, j\}+1}|x| \cdot|y| \quad \forall x \in H_{i}, y \in H_{j} . \tag{5.4}
\end{equation*}
$$

- There is a constant $C_{2}>0$ such that for any $j \in[r]$ and all large enough $t$, we have

$$
\begin{equation*}
\left|\langle x, y\rangle_{t}-L_{t, j}\langle x, y\rangle_{j}\right| \leqslant C_{2} L_{t, j+1}|x| \cdot|y| \quad \forall x, y \in H_{j} . \tag{5.5}
\end{equation*}
$$

Here, $L_{t, r+1}:=0$ by convention.
Proof. For each $k \in[r]$, consider the bilinear form $(x, y) \mapsto\langle x, y\rangle_{k}$ on $H \times H$. Since $H$ has finite dimension, there exists a constant $c_{k}>0$ with

$$
\left|\langle x, y\rangle_{k}\right| \leqslant c_{k}|x| \cdot|y| \quad \forall x, y \in H .
$$

By the properties of the subspaces $H_{j}, j \in[r]$, we have $\langle x, y\rangle_{k}=0$ whenever $x \in H_{i}$ and $y \in H_{j}$ for indices $i, j$ with $k<\max \{i, j\}$ or $k=\max \{i, j\}$ and $i<j$. Thus,

$$
\langle x, y\rangle_{t}=\sum_{k=\max \{i, j\}}^{r} L_{t, k}\langle x, y\rangle_{k}, \quad x \in H_{i}, y \in H_{j} .
$$

Taking into account the preceding discussion, the above claims hold for

$$
C_{1}:=\max _{i \neq j} \sum_{k=\max \{i, j\}+1}^{r} c_{k}, \quad C_{2}:=\max _{j} \sum_{k=j+1}^{r} c_{k} .
$$

5.2. Tameness: axiomatic of higher rank degenerations of scalar products. In this section, we introduce tamely degenerating families of scalar products. Tamely degenerating families are a slight generalization of pullback families that naturally appear when studying asymptotic geometry of complex algebraic varieties. Their properties simply allow to carry through the same proofs as for pullback families in the subsequent sections. We will thus state our main results in this generalized setting.

This generalization is necessary for geometric applications, where the appearing scalar products are usually not pullbacks (see for example our results in Section 10). However, a reader who is mainly interested in polyhedral geometric results can skip this section and assume that all subsequently appearing families are pullback families. The polyhedral geometric results remain equally interesting for pullback families.

Let $\langle\cdot, \cdot\rangle_{t}: H \times H \rightarrow \mathbb{R}, t \in \mathbb{R}_{+}$, be scalar products on $H$. Consider a family of vectors $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right) \in \mathbb{R}_{+}^{r}, t \in \mathbb{R}_{+}$.

Definition 5.3 (Tame degeneration). We say that a family $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, of scalar products on $H$ tamely degenerates to the inner product $\{\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right) \in \mathbb{R}_{+}^{r}$ if the following conditions hold:
(a) For every $j=1, \ldots, r-1$, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{L_{t, j}}{L_{t, j+1}}=\infty \tag{5.6}
\end{equation*}
$$

(b) For any two distinct indices $i, j \in[r]$, and for every given $\varepsilon>0$, we have

$$
\begin{equation*}
\left|\langle x, y\rangle_{t}\right| \leqslant \varepsilon L_{t, \max \{i, j\}}|x| \cdot|y| \quad \forall x \in H_{i}, y \in H_{j}, \tag{5.7}
\end{equation*}
$$

provided that $t \in \mathbb{R}_{+}$is large enough.
(c) For every $j \in[r]$ and for every given $\delta>0$, we have

$$
\begin{equation*}
\left|L_{t, j}^{-1}\langle x, y\rangle_{t}-\langle x, y\rangle_{j}\right| \leqslant \delta|x| \cdot|y|, \quad \forall x, y \in H_{j} \tag{5.8}
\end{equation*}
$$

provided that $t \in \mathbb{R}_{+}$is large enough.
In the geometric applications we are interested in, see for example Section 10, it is sometimes necessary to replace (b) by the following weaker property:
$\left(\mathrm{b}^{\prime}\right)$ There exists a constant $C>0$ such that for all $i, j \in[r]$ and all large $t$, we have

$$
\begin{equation*}
\left|\langle x, y\rangle_{t}\right| \leqslant C L_{t, \max \{i, j\}}|x||y|, \quad \forall x \in \mathrm{~F}^{i}, y \in \mathrm{~F}^{j} \tag{5.9}
\end{equation*}
$$

For this reason, we introduce the following variant of tame degenerations.
Definition 5.4 ( $\omega$-tame degeneration). Notations as above, let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a family of scalar products on $H$ and $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right) \in \mathbb{R}_{+}^{r}, t \in \mathbb{R}_{+}$, a family of vectors.

We say that the family $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, degenerates tamely in the weak sense, or degenerates $\omega$-tamely, to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right)$ if the properties (a), (b') and (c) are satisfied.

The next proposition clarifies the relationship between pullback families, tamely degenerating families, and $\omega$-tamely degenerating families.

Proposition 5.5. Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product on $H$. Then:
(i) Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a pullback family of $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$. Then $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$.
(ii) Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a family of scalar products which tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$. Then, property $\left(\mathrm{b}^{\prime}\right)$ holds. In particular, $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, $\omega$-tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$.

Proof. In proving ( $i$, note that property (a) is part of the definition of pullback families. Properties (b) and (c) follow from (5.4) and (5.5), respectively, using that $L_{t, j+1} / L_{t, j}$ tends to zero as $t$ goes to infinity.

It remains to prove (ii). Fix $i, j \in[r]$. We decompose $x \in \mathrm{~F}^{i}, y \in \mathrm{~F}^{j}$ as $x=x_{i}+\cdots+x_{r}$, and $y \in \mathrm{~F}^{j}$ as $y=y_{j}+\cdots+y_{r}$ with $x_{k}, y_{k} \in H_{k}$ for $k \in[r]$. Applying properties (b) and (c) and taking into account (a), we obtain

$$
\left|\langle x, y\rangle_{t}\right| \leqslant \sum_{m=i}^{r} \sum_{n=j}^{r}\left|\left\langle x_{i}, y_{j}\right\rangle_{t}\right| \leqslant \sum_{m=i}^{r} \sum_{n=j}^{r} L_{\max \{i, j\}}\left|x_{i}\right|\left|y_{j}\right| \leqslant L_{\max \{i, j\}}\left(\sum_{m=i}^{r}\left|x_{i}\right|\right)\left(\sum_{n=j}^{r}\left|y_{j}\right|\right)
$$

for all $x \in \mathrm{~F}^{i}$ and $y \in \mathrm{~F}^{j}$. Since any two norms on $H$ are equivalent, there exists a constant $c>0$ such that $\sum_{k=1}^{r}\left|z_{k}\right| \leqslant c|z|$ for all $z \in H$ decomposed as $z=z_{1}+\cdots+z_{r}$. It follows that property ( $\mathrm{b}^{\prime}$ ) holds for $C=c^{2}$.

Remark 5.6. One might wish to interpret ( $\omega$-)tame degeneration as a notion of "convergence of scalar products to inner products of higher rank". However, this point of view should be taken with some precaution. For instance, "limits" in this context are not unique, that is, a family of scalar products $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, can $(\omega$-)tamely degenerate to two different inner products $\langle\cdot, \cdot\rangle \neq\langle\cdot, \cdot\rangle^{\prime}$. For a simple example, see Proposition 5.7(iii). Moreover, the parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}$ for a $(\omega)$-tamely degenerating family of scalar products $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, are not unique. In our geometric applications, the ( $\omega$-)tame property of degenerations of scalar products allow to deduce interesting features in the limit. For a more detailed discussion, we refer to Section 11.7.
5.3. Uniform equivalence to orthogonalization in tame degenerations. Consider the almost orthogonal decomposition $\oplus_{j=1}^{r} H_{j}$ induced by the inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$. As before, each element $x \in H$ is written as $x=x_{1}+\cdots+x_{r}$ with $x_{j} \in H_{j}, j=1, \ldots, r$.

The orthogonalization of the inner product $\langle\cdot, \cdot\rangle$ is the new inner product

$$
\begin{aligned}
& \langle\cdot, \cdot\rangle^{\perp}: H \times H \rightarrow \mathbb{R}^{r} \\
& \langle x, y\rangle^{\perp}:=\left(\left\langle x_{1}, y_{1}\right\rangle_{1},\left\langle x_{2}, y_{2}\right\rangle_{2}, \ldots,\left\langle x_{r}, y_{r}\right\rangle_{r}\right) .
\end{aligned}
$$

The following property holds by construction.
Proposition 5.7. Let $\langle\cdot, \cdot\rangle^{\perp}: H \times H \rightarrow \mathbb{R}^{r}$ be the orthogonalization of $\langle\cdot, \cdot\rangle$. Then:
(i) The almost orthogonal decomposition induced by $\langle\cdot, \cdot\rangle$ is orthogonal with respect to $\langle\cdot, \cdot\rangle^{\perp}$. That is, if $x \in H_{i}$ and $y \in H_{j}$ with $i \neq j$, then $\langle x, y\rangle^{\perp}=0$.
(ii) The reference norm $|\cdot|$ coincides with the square root of the pullback $\langle\cdot, \cdot\rangle_{\underline{L}}^{\perp}$ of $\langle\cdot, \cdot\rangle^{\perp}$ by the vector $\underline{L}=(1,1, \ldots, 1)$. More precisely,

$$
|x|=\sqrt{\langle x, x\rangle_{\underline{L}}^{\perp}}, \quad x \in H .
$$

(iii) The inner products $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle \perp$ have the same tamely degenerating families and the same $\omega$-tamely degenerating families.

Proof. Properties (i) and (ii) are clear from the definition of $\langle\cdot, \cdot\rangle^{\perp}$ and $|\cdot|$. Property (iii) follows from the fact that $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle\rangle^{\perp}$ induce the same almost orthogonal decomposition of $H$ and $\langle x, y\rangle_{j}=\langle x, y\rangle_{j}^{\perp}$ for all $x, y \in H_{j}$, see also Theorem 11.18.

Given a family of vectors $\underline{L}_{t}=\left(L_{1, t}, \ldots, L_{r, t}\right) \in \mathbb{R}_{+}^{r}, t \in \mathbb{R}_{+}$, consider the pullback family $\langle\cdot, \cdot\rangle_{t}^{\perp}:=\langle\cdot, \cdot\rangle_{\underline{L}_{t}}^{\perp}, t \in \mathbb{R}_{+}$given by

$$
\langle x, y\rangle_{t}^{\perp}=L_{t, 1}\left\langle x_{1}, y_{1}\right\rangle_{1}+L_{t, 2}\left\langle x_{2}, y_{2}\right\rangle_{2}+\cdots+L_{r, t}\left\langle x_{r}, y_{r}\right\rangle_{r} .
$$

Then, $\langle\cdot, \cdot\rangle_{t}^{\perp}$ is a scalar product on $H$ for all $t \in \mathbb{R}_{+}$. We denote the associated norm on $H$ by

$$
\|x\|_{t}^{\perp}:=\sqrt{\langle x, x\rangle_{t}^{\perp}}=\left(\sum_{j=1}^{r} L_{t, j} \mathfrak{q}_{j}\left(x_{j}\right)\right)^{1 / 2}, \quad x \in H
$$

where $\mathfrak{q}_{j}$ is the $j$-th component of the quadratic form $\mathfrak{q}$ associated to $\langle\cdot, \cdot\rangle$, and we have

$$
\mathfrak{q}_{j}(z)=\langle z, z\rangle_{j}, \quad z \in H_{j}
$$

Proposition 5.8 (Uniform equivalence to orthogonalization pullbacks). Consider an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$. Let $\langle\cdot, \cdot\rangle_{t}: H \times H \rightarrow \mathbb{R}$, $t \in \mathbb{R}_{+}$, be a family of scalar products which $\omega$-tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}$. Denote by $\|x\|_{t}:=\sqrt{\langle x, x\rangle_{t}}$, $t \in \mathbb{R}_{+}$, the associated norms on $H$.

Then, the two families of norms $\|\cdot\|_{t}$ and $\|\cdot\|_{t}^{\perp}$ are uniformly equivalent for large $t$. That is, there exists a constant $D>0$ such that

$$
D^{-1 / 2}\|\cdot\|_{t}^{\perp} \leqslant\|\cdot\|_{t} \leqslant D^{1 / 2}\|\cdot\|_{t}^{\perp}
$$

provided that $t \in \mathbb{R}_{+}$is large enough. Equivalently,

$$
\begin{equation*}
D^{-1} \sum_{j=1}^{r} L_{t, j}\left\|x_{j}\right\|_{j}^{2} \leqslant\|x\|_{t}^{2} \leqslant D \sum_{j=1}^{r} L_{t, j}\left\|x_{j}\right\|_{j}^{2} \quad \forall x \in H \tag{5.10}
\end{equation*}
$$

provided that $t \in \mathbb{R}_{+}$is large enough.
Proof. Writing $x \in H$ as $x=x_{1}+\cdots+x_{r}$, with $x_{j} \in H_{j}$ for $j=1, \ldots, r$, we have

$$
\|x\|_{t}^{2}=\sum_{j=1}^{r}\left\|x_{j}\right\|_{t}^{2}+2 \sum_{i<j}\left\langle x_{i}, x_{j}\right\rangle_{t}
$$

It follows from (5.8) that there exists a uniform constant $D^{\prime}>0$ such that

$$
\frac{1}{D^{\prime}} \sum_{j=1}^{r} L_{t, j}\left\|x_{j}\right\|_{j}^{2} \geqslant \sum_{j=1}^{r}\left\|x_{j}\right\|_{t}^{2} \geqslant D^{\prime} \sum_{j=1}^{r} L_{t, j}\left\|x_{j}\right\|_{j}^{2} \quad \forall x \in H \text { and } \forall t \in \mathbb{R}_{+} \text {large enough. }
$$

Fix now a pair of indices $i, j \in[r]$ with $i<j$. Combining the inequality

$$
\begin{equation*}
2 a b \leqslant \frac{1}{\delta} a^{2}+\delta b^{2}, \quad a, b \geqslant 0, \delta>0 \tag{5.11}
\end{equation*}
$$

with assumption (5.9), we conclude that for every $\delta>0$, there exists a constant $C_{\delta}>0$ with $\left|\left\langle x_{i}, x_{j}\right\rangle_{t}\right| \leqslant C L_{t, j}\left\|x_{i}\right\|_{i} \cdot\left\|x_{j}\right\|_{j} \leqslant L_{t, j}\left(C_{\delta}\left\|x_{i}\right\|_{i}^{2}+\delta\left\|x_{j}\right\|_{j}^{2}\right) \quad \forall x \in H$ and $t \in \mathbb{R}_{+}$large enough.
Taking into account that $L_{t, i} / L_{t, j} \rightarrow \infty$ for $t \rightarrow \infty$, it follows that

$$
\left|\left\langle x_{i}, x_{j}\right\rangle_{t}\right| \leqslant \delta L_{t, i}\left\|x_{i}\right\|_{i}^{2}+\delta L_{t, j}\left\|x_{j}\right\|_{j}^{2}
$$

for $t$ large. Choosing $\delta>0$ small and combining the above estimates, we conclude.

## 6. A FIniteness lemma

In this section we state and prove the following finiteness lemma. It is a key ingredient in the arguments of the next sections.

Consider an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$. Let $\langle\cdot, \cdot\rangle_{t}: H \times H \rightarrow \mathbb{R}, t \in \mathbb{R}_{+}$, be scalar products which $\omega$-tamely degenerate to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}$. Denote by $\|x\|_{t}^{2}=\langle x, x\rangle_{t}, t \in \mathbb{R}_{+}$, the associated norms on $H$.
Lemma 6.1 (Finiteness Lemma). Let $S \subset H$ be an admissible discrete set for $\langle\cdot, \cdot\rangle$. Then, the following holds. For any compact subset $B \subseteq H$, there exists a finite subset $\mathbb{S}_{B} \subset S$ such that for any large enough $t$, we have

$$
\min _{\gamma \in S}\|x-\gamma\|_{t}=\min _{\gamma \in \mathbb{S}_{B}}\|x-\gamma\|_{t} \quad \forall x \in B .
$$

For scalar products (i.e., when $r=1$ ), this lemma trivially follows from the compactness of $B$. On the contrary, the proof for higher values of $r$ is quite involved.

As in the previous section, we use the almost orthogonal decomposition $H=\oplus_{j=1}^{r} H_{j}$ and decompose each $x \in H$ as $x=x_{1}+\cdots+x_{r}$ with $x_{j} \in H_{j}, j \in[r]$. Moreover by our Convention 5.1, we endow $H$ with the reference norm

$$
|x|=\left(\sum_{j=1}^{r}\left\langle x_{j}, x_{j}\right\rangle_{j}\right)^{\frac{1}{2}}, \quad x \in H
$$

Proof. The construction of the set $\mathbb{S}_{B}$ will be by induction. We will successively choose appropriate radii $R_{1}, \ldots, R_{r} \in \mathbb{R}_{+}$such that the sets

$$
S^{0}:=S \supseteq S^{1} \supseteq S^{2} \supseteq S^{3} \supseteq \cdots \supseteq S^{r}
$$

defined by

$$
\begin{equation*}
S^{j}=S^{j}\left(R_{1}, \ldots, R_{j}\right):=\left\{\gamma=\gamma_{1}+\cdots+\gamma_{r} \in S| | \gamma_{k} \mid \leqslant R_{k} \text { for all } k \leqslant j\right\} \tag{6.1}
\end{equation*}
$$

satisfy the property

$$
\begin{equation*}
\min _{\gamma \in S}\|x-\gamma\|_{t}^{2}=\min _{\gamma \in S^{j}}\|x-\gamma\|_{t}^{2} \quad \forall x \in B \tag{6.2}
\end{equation*}
$$

provided that $t$ is large enough. Moreover, we define $Z^{j}=Z^{j}\left(R_{1}, \ldots, R_{j}\right)$ to be the set of all tuples $\left(\gamma_{1}, \ldots, \gamma_{j}\right)$ appearing in the decomposition $\gamma=\gamma_{1}+\cdots+\gamma_{r}$ for $\gamma \in S^{j}$, and show that

$$
\begin{equation*}
Z^{j} \text { is a finite set. } \tag{6.3}
\end{equation*}
$$

The last set $S^{r}$ coincides with $Z^{r}$, which is finite. The claim then follows by setting $\mathbb{S}_{B}:=S^{r}$.
The properties (6.2) and (6.3) are trivially satisfied for $S^{0}=S$ and $Z^{0}=\varnothing$.
Suppose we have already constructed radii $R_{1}, \ldots, R_{j} \in \mathbb{R}_{+}$such that (6.2) holds for $S^{j}$ defined by (6.1), and (6.3) is also satisfied for $Z^{j}$.

For $\gamma \in S^{j}$ and $x \in H$, we then write

$$
\|x-\gamma\|_{t}^{2}=\left\|x-\left(\gamma_{1}+\cdots+\gamma_{j}\right)\right\|_{t}^{2}+\left\|\gamma_{j+1}+\cdots+\gamma_{r}\right\|_{t}^{2}-2 \sum_{k=j+1}^{r}\left\langle x-\left(\gamma_{1}+\cdots+\gamma_{j}\right), \gamma_{k}\right\rangle_{t}
$$

for the decomposition $\gamma=\gamma_{1}+\cdots+\gamma_{r}, \gamma_{j} \in H_{j}$. Combing (5.9) and the inequality (5.11), we conclude that for every every $\delta>0$, there exists a constant $C_{\delta}>0$ such that

$$
\sum_{k=j+1}^{r}\left|\left\langle x-\left(\gamma_{1}+\cdots+\gamma_{j}\right), \gamma_{k}\right\rangle_{t}\right| \leqslant \sum_{k=j+1}^{r} L_{t, k}\left(C_{\delta}\left|x-\left(\gamma_{1}+\cdots+\gamma_{j}\right)\right|^{2}+\delta\left|\gamma_{k}\right|^{2}\right)
$$

holds true for all $x \in B$ and $\gamma \in S^{j}$. Note that, by the definition of $S^{j}=S^{j}\left(R_{1}, \ldots, R_{j}\right)$, and the compactness of $B$, the elements $x-\left(\gamma_{1}+\cdots+\gamma_{j}\right)$, for $\gamma \in S^{j}$ and $x \in B$, are all contained
in a compact subset $\widetilde{B}$ of $H$. In particular, using (5.6), there exists a constant $D_{\delta}>0$ such that

$$
2 \sum_{k=j+1}^{r}\left|\left\langle x-\left(\gamma_{1}+\cdots+\gamma_{j}\right), \gamma_{k}\right\rangle_{t}\right| \leqslant D_{\delta} L_{t, j+1}+\sum_{k=j+1}^{r} L_{t, k} \delta\left|\gamma_{k}\right|^{2} \quad \forall \gamma \in S^{j} \text { and } \forall x \in B
$$

Applying Proposition 5.8 and choosing $\delta>0$ small, we get the estimate

$$
\begin{align*}
\|x-\gamma\|_{t}^{2}-\left\|x-\left(\gamma_{1}+\cdots+\gamma_{j}\right)\right\|_{t}^{2} & \geqslant L_{t, j+1}\left(D\left|\gamma_{j+1}\right|^{2}-\delta\left|\gamma_{j+1}\right|^{2}-D_{\delta}\right)+\sum_{k=j+2}^{r} L_{t, k}(D-\delta)\left|\gamma_{k}\right|^{2} \\
& \geqslant L_{t, j+1}\left(\frac{D}{2}\left|\gamma_{j+1}\right|^{2}-D_{\delta}\right) \tag{6.4}
\end{align*}
$$

holding uniformly for all $x \in B, \gamma \in S^{j}$, and $t$ large.
To proceed, we choose a large positive real $D^{\prime} \in \mathbb{R}_{+}$, to be determined below, and choose $R_{j+1} \in \mathbb{R}_{+}$large enough so that $\frac{D}{2} R_{j+1}^{2}-D_{\delta}>3 D^{\prime}$. We then define the set $S^{j+1}=$ $S^{j}\left(R_{1}, \ldots, R_{j+1}\right) \subseteq S$ by (6.1).

We claim that, for large $t$, and all $\gamma \in S^{j} \backslash S^{j+1}$ and $x \in B$, there exists $\tilde{\gamma} \in S^{j+1}$ such that we have the estimate

$$
\begin{equation*}
\|x-\gamma\|_{t}^{2}>\|x-\tilde{\gamma}\|_{t}^{2} \tag{6.5}
\end{equation*}
$$

This will prove the desired claim (6.2).
Indeed for all $\gamma \in S^{j} \backslash S^{j+1}$, we have $\left|\gamma_{j+1}\right|^{2} \geqslant R_{j+1}^{2}$. The estimate (6.4) and the choice of $R_{j+1}$ gives

$$
\begin{equation*}
\|x-\gamma\|_{t}^{2}>\left\|x-\left(\gamma_{1}+\cdots+\gamma_{j}\right)\right\|_{t}^{2}+3 D^{\prime} L_{t, j+1} \tag{6.6}
\end{equation*}
$$

for large enough $t$.
For all $z=\left(\gamma_{1}, \ldots, \gamma_{j}\right) \in Z^{j}$, set

$$
S_{/ z}:=\left\{\theta=\theta_{1}+\cdots+\theta_{r} \in S \mid \quad \theta_{1}=\gamma_{1}, \ldots, \theta_{j}=\gamma_{j}\right\}
$$

Since $B$ is compact and $Z^{j}$ is finite, the union $\bigcup_{z \in Z^{j}}(B-z)$ is compact. Using the properties (5.6)-(5.7)-(5.8)-(5.9), we choose $D^{\prime}$ large enough so that for all $z=\left(\gamma_{1}, \ldots, \gamma_{j}\right) \in$ $Z^{j}$, we can find an element $\tilde{\gamma}=\tilde{\gamma}_{z} \in S_{/ z}$ such that the following inequalities hold...

$$
\begin{align*}
\left\|\tilde{\gamma}_{j+1}+\cdots+\tilde{\gamma}_{r}\right\|_{t}^{2} \leqslant D^{\prime} L_{t, j+1} & \text { and }  \tag{6.7}\\
\left|\left\langle x-\gamma_{1}-\cdots-\gamma_{j}, \tilde{\gamma}_{j+1}+\cdots+\tilde{\gamma}_{r}\right\rangle_{t}\right| \leqslant D^{\prime} L_{t, j+1} & \text { for all } x \in B \tag{6.8}
\end{align*}
$$

provided that $t$ is large enough. Choosing $R_{j+1}$ large enough, we can ensure that $\tilde{\gamma}=\tilde{\gamma}_{z}$ belongs to $S^{j+1}$ for all $z \in Z^{j}$.

To conclude, we combine (6.6), (6.7), and (6.8) to get for all $\gamma \in S^{j} \backslash S^{j+1}$ with $\gamma \in S_{/ z}$,

$$
\begin{aligned}
\|x-\gamma\|_{t}^{2} & >\left\|x-\left(\gamma_{1}+\cdots+\gamma_{j}\right)\right\|_{t}^{2}+3 D^{\prime} L_{t, j+1} \\
& \geqslant\left\|x-\left(\gamma_{1}+\cdots+\gamma_{j}\right)\right\|_{t}^{2}+\left\|\tilde{\gamma}_{j+1}+\cdots+\tilde{\gamma}_{r}\right\|_{t}^{2}+2 D^{\prime} L_{t, j+1} \\
& =\|x-\tilde{\gamma}\|_{t}^{2}-2\left\langle x-\left(\gamma_{1}+\cdots+\gamma_{j}\right), \tilde{\gamma}_{j+1}+\cdots+\tilde{\gamma}_{r}\right\rangle_{t}+2 D^{\prime} L_{t, j+1} \\
& \geqslant\|x-\tilde{\gamma}\|_{t}^{2} .
\end{aligned}
$$

This establishes (6.5).
It remains to show that the set $Z^{j+1}=Z^{j+1}\left(R_{1}, \ldots, R_{j+1}\right)$ is finite. This will be a direct consequence of the finiteness of $Z^{j}$ and the fact that $S \subset H$ is admissible discrete. Fix $z=\left(z_{1}, \ldots, z_{j}\right)$ in $Z^{j}$ and consider the subset $S_{/ z} \subset S$. Since $S \subset H$ is admissible discrete, the subset $\left\{\gamma_{j+1} \mid \gamma=\gamma_{1}+\cdots+\gamma_{r} \in S_{/ z}\right\} \subset H_{j+1}$ is a discrete subset of $H_{j+1} \cong \operatorname{gr}^{j+1} H$.

Restricting to $S^{j+1} \cap S_{/ z}$, we obtain that $\left\{\gamma_{j+1} \mid \gamma=\gamma_{1}+\cdots+\gamma_{r} \in S_{/ z} \cap S^{j+1}\right\}$ is finite. By finiteness of $Z^{j}$, we conclude that $Z^{j+1}$ is finite.

## 7. Hausdorff convergence of Voronoi cells

Throughout this section, let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product on $H$ and $S \subset H$ an admissible discrete set. In this section, we prove that the closed Voronoi cells $\overline{\operatorname{Vor}}_{S}(\gamma)$, $\gamma \in S$, appear as limits of Voronoi cells associated to any family of scalar products tamely degenerating to $\langle\cdot, \cdot\rangle$.

We continue to denote by $|\cdot|: H \rightarrow \mathbb{R}$ the reference norm on $H$ chosen according to our Convention 5.1. The distance between a point $a \in H$ and a non-empty subset $X \subset H$ is denoted by $\mathrm{d}(a, X)=\inf _{x \in X}|a-x|$. Recall that the Hausdorff distance $d_{\mathrm{H}}(X, Y)$ between two non-empty subsets $X, Y \subset H$ is defined by

$$
d_{\mathrm{H}}(X, Y):=\max \left\{\sup _{x \in X} \mathrm{~d}(x, Y), \sup _{y \in Y} \mathrm{~d}(y, X)\right\} .
$$

A sequence $\left(X_{t}\right)_{t \in \mathbb{R}_{+}}$of non-empty subsets $X_{t} \subset H$ converges in the Hausdorff metric to a non-empty subset $X \subset H$ if $d_{\mathrm{H}}\left(X_{t}, X\right) \rightarrow 0$ as $t \rightarrow \infty$. Convergence in the Hausdorff metric is equivalent to requiring that the distance functions $\mathrm{d}\left(\cdot, X_{t}\right), t \in \mathbb{R}_{+}$, converge to the distance function $\mathrm{d}(\cdot, X)$ uniformly on $H$. That is, $\sup _{a \in H}\left|\mathrm{~d}\left(a, X_{t}\right)-\mathrm{d}(a, X)\right| \rightarrow 0$ for $t \rightarrow \infty$.

Note that for unbounded sets $X, Y \subset H$ in general we have $d_{\mathrm{H}}(X, Y)=+\infty$. We now deal with a variant of Hausdorff convergence for non-necessarily bounded subsets. We say that a sequence $\left(X_{t}\right)_{t \in \mathbb{R}_{+}}$of non-empty subsets $X_{t} \subset H$ converges compactly in the Hausdorff metric to a non-empty subset $X \subset H$ if the distance functions $\mathrm{d}\left(\cdot, X_{t}\right), t \in \mathbb{R}_{+}$, converge to the distance function $\mathrm{d}(\cdot, X)$ uniformly on compact subsets $P \subset H$. By Theorem 11.3, proved later in Section 11.3, this is equivalent to requiring that $\left(X_{t} \cap B_{k}\right)_{t \in \mathbb{R}_{+}}$converges in the Hausdorff distance to $X \cap B_{k}$ for all sets $B_{k}$ in a covering $H=\bigcup_{k \in \mathbb{N}} B_{k}$ by open, bounded sets $B_{k} \subset H$.
(Note that since any two norms on $H$ are equivalent, replacing the reference norm $|\cdot|$ by another norm on $H$ leads to the same notion of Hausdorff (compact) convergence.)

The next theorem is the main result of this section.
Theorem 7.1 (Hausdorff convergence of Voronoi cells). Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product on $H$ and $S \subset H$ an admissible discrete set. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a family of scalar products which tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}$. For $\gamma \in S$, let $W_{t}:=\operatorname{Vor}_{S,\langle\cdot, \cdot\rangle_{+}}(\gamma), t \in \mathbb{R}_{+}$, be the Voronoi cell of $\gamma$ for $S$ and the scalar product $\langle\cdot, \cdot\rangle_{t}$.

Then, the Voronoi cells $\left(W_{t}\right)_{t \in \mathbb{R}_{+}}$converge compactly in the Hausdorff metric to $\overline{\operatorname{Vor}}_{S}(\gamma)$. In case that $\overline{\operatorname{Vor}}_{S}(\gamma)$ is compact, the Voronoi cells $\left(W_{t}\right)_{t \in \mathbb{R}_{+}}$converge in the Hausdorff metric to $\overline{\operatorname{Vor}}_{S}(\gamma)$.

As a special case, we get the following statement.
Corollary 7.2. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a pullback family for $\{\cdot, \cdot\rangle$ and $S \subset H$ an admissible discrete set. Then, we have...
(1) $\langle\cdot, \cdot\rangle_{t}: H \times H \rightarrow \mathbb{R}$ is a scalar product for all large $t$, and
(2) for $\gamma \in S$, the associated Voronoi cells $W_{t}=\operatorname{Vor}_{S,\langle\cdot, \cdot\rangle_{+}}(\gamma), t \in \mathbb{R}_{+}$, converge compactly in the Hausdorff metric to $\overline{\operatorname{Vor}}_{S}(\gamma)$ as tends to infinity. If $\overline{\operatorname{Vor}}_{S}(0)$ is compact, then the Voronoi cells $W_{t}, t \in \mathbb{R}_{+}$, converge to $\overline{\operatorname{Vor}}_{S}(\gamma)$ in the Hausdorff metric.

Proof. The first statement follows from Corollary 2.14. The second is a consequence of Theorem 7.1 and Proposition 5.5.

The rest of this section is devoted to the proof of Theorem 7.1. First, we observe that, replacing $S$ by $S-\gamma$ if necessary, we can assume $0 \in S$ and prove the result for $\gamma=0$.

We need some preparation.
Let $P$ be a polytope in $H$ containing the origin in its interior. Since such polytopes cover $H$, by Theorem 11.3, it will be enough to prove the convergence of $W_{t} \cap P$ to $\operatorname{Vor}_{S}(0) \cap P$ in the Hausdorff metric.

For $\varepsilon \in(0,1)$, define the set

$$
U_{\varepsilon}:=(1-\varepsilon)\left(\overline{\operatorname{Vor}}_{S}(0) \cap P\right) .
$$

Lemma 7.3. Let $\varepsilon \in(0,1)$. Then for all large $t \in \mathbb{R}_{+}$, we have the inclusion

$$
U_{\varepsilon} \subset W_{t} .
$$

Proof. Since $\overline{\operatorname{Vor}}_{S}(0)$ is a (generalized) polyhedron and $P$ is a polytope, the intersection $\overline{\operatorname{Vor}}_{S}(0) \cap P$ is a polytope. Since $W_{t}$ is convex, it will be enough to show that for each vertex $x$ of $\overline{\operatorname{Vor}}_{S}(0) \cap P$, we have $(1-\varepsilon) x \in W_{t}$ for large enough $t$. This amounts in proving the inequalities

$$
\langle(1-\epsilon) x,(1-\epsilon) x\rangle_{t} \leqslant\langle(1-\epsilon) x-\gamma,(1-\epsilon) x-\gamma\rangle_{t}
$$

or, equivalently,

$$
\begin{equation*}
2(1-\epsilon)\langle x, \gamma\rangle_{t} \leqslant\langle\gamma, \gamma\rangle_{t} \tag{7.1}
\end{equation*}
$$

for all $\gamma \in S$ and $t$ large enough.
Applying the Finiteness Lemma 6.1 to $B=\{(1-\epsilon) x\}$, consisting of a single point, we can find a finite subset $\mathbb{S}_{B} \subset S$ such that if the above inequalities hold for all $\gamma \in \mathbb{S}_{B}$, then they also hold for all $\eta \in S$. Since $\mathbb{S}_{B}$ is finite, it thus suffices to prove the inequality for a single $\gamma$ and large $t$.

Let $i, j \in[r]$ such that $x \in \mathrm{~F}^{i} \backslash \mathrm{~F}^{i+1}$ and $\gamma \in \mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$. Using the almost orthogonal decomposition $H=H_{1} \oplus \cdots \oplus H_{r}$, we write $x=x_{i}+\cdots+x_{r}$ and $\gamma=\gamma_{j}+\cdots+\gamma_{r}$ with $x_{k} \in H_{k}, k=i, \ldots, r$, and $\gamma_{k} \in H_{k}, k=j, \ldots, r$. Note that, by (a), (c), and (b'), the right hand side in (7.1) can be estimated by

$$
\begin{equation*}
\langle\gamma, \gamma\rangle_{t} \geqslant\left(1-\varepsilon^{2}\right) L_{t, j}\langle\gamma, \gamma\rangle_{j}=\left(1-\varepsilon^{2}\right) L_{t, j}\left\langle\gamma_{j}, \gamma_{j}\right\rangle_{j} \tag{7.2}
\end{equation*}
$$

for all large $t$. (This holds for any constant $0<c<1$ instead of $\left(1-\varepsilon^{2}\right)$.)
The rest of the proof is by a case analysis depending on whether $i=j, i<j$, or $i>j$.

- Consider first the case $i=j$. Then, we decompose

$$
2(1-\varepsilon)\langle x, \gamma\rangle_{t}=2(1-\varepsilon)\left(\left\langle x_{j}, \gamma_{j}\right\rangle_{t}+\left\langle x-x_{j}, \gamma_{j}\right\rangle_{t}+\left\langle x, \gamma-\gamma_{j}\right\rangle_{t}\right) .
$$

By the Decomposition Theorem 4.1 for Voronoi cells, we have $x_{j} \in \operatorname{Vor}_{S_{j}}(0)$, for $S_{j}=$ $\mathfrak{p}^{*}\left(\mathfrak{p}_{j}\left(\mathrm{~F}^{j} \cap S\right)\right) \subset H_{j}$. Since $\gamma \in \mathrm{F}^{j} \cap S$, we infer that $2\left\langle x_{j}, \gamma_{j}\right\rangle_{j} \leqslant\left\langle\gamma_{j}, \gamma_{j}\right\rangle_{j}$. Combining this with (a) and (b'), it follows that for every fixed $\delta>0$, we have

$$
\begin{equation*}
2(1-\varepsilon)\langle x, \gamma\rangle_{t} \leqslant(1-\varepsilon) L_{t, j}\left\langle\gamma_{j}, \gamma_{j}\right\rangle_{j}+\delta L_{t, j} \tag{7.3}
\end{equation*}
$$

for large enough $t$. Choosing $\delta$ small, we obtain the desired estimate (7.1) from (7.2).

- Consider now the case $i<j$. Then, we can again decompose

$$
2(1-\varepsilon)\langle x, \gamma\rangle_{t}=2(1-\varepsilon)\left(\left\langle\sum_{k<j} x_{k}, \gamma\right\rangle_{t}+\left\langle\sum_{k \geqslant j} x_{k}, \gamma\right\rangle_{t}\right)
$$

Applying the steps from the previous case $i=j$ to $\tilde{x}=\sum_{k \geqslant j} x_{k}$, we obtain the same estimate as (7.3):

$$
2(1-\varepsilon)\left\langle\sum_{k \geqslant j} x_{k}, \gamma\right\rangle_{t} \leqslant(1-\varepsilon) L_{t, j}\left\langle\gamma_{j}, \gamma_{j}\right\rangle_{j}+\delta L_{t, j}
$$

for every fixed $\delta>0$ and $t$ large enough. On the other hand, (a) and (b) imply that

$$
2(1-\varepsilon)\left\langle\sum_{k<j} x_{k}, \gamma\right\rangle_{t} \leqslant \delta L_{j, t}
$$

for every fixed $\delta>0$ and $t$ large enough. Choosing again $\delta$ small enough, the desired estimate (7.1) follows again from (7.2).

- Finally, consider the case $i>j$. By ( $\mathrm{b}^{\prime}$ ) and (a), we then have

$$
2(1-\varepsilon)\langle x, \gamma\rangle_{t} \leqslant 2(1-\varepsilon) C L_{t, i}|x||\gamma| \leqslant\left(1-\varepsilon^{2}\right) L_{t, j}\left\langle\gamma_{j}, \gamma_{j}\right\rangle_{j}
$$

for all large $t$. Taking into account (7.2), the estimate (7.1) follows.
Lemma 7.4. Suppose that $\varepsilon \in(0,1)$. Then, all accumulation points of the sequence of sets $(1-\varepsilon) W_{t}, t \in \mathbb{R}_{+}$, are in $\operatorname{Vor}_{S}(0)$. Moreover, if $P \subset H$ is a polytope with $0 \in \operatorname{int}(P)$, then

$$
(1-\varepsilon)\left(W_{t} \cap P\right) \subset \operatorname{Vor}_{S}(0)
$$

for all large $t$. Finally, if $\overline{\operatorname{Vor}}_{S}(0)$ is compact, then

$$
(1-\varepsilon) W_{t} \subset \operatorname{Vor}_{S}(0)
$$

for all large $t$.
Proof. Let $x_{t} \in(1-\varepsilon) W_{t}$ be a sequence of points, which converges to a point $x \in H$ as $t$ tends to infinity. We need to prove the inequalities

$$
2\langle x, \gamma\rangle \leq_{\operatorname{lex}}\langle\gamma, \gamma\rangle \quad \forall \gamma \in S
$$

Since $x_{t} \in(1-\varepsilon) W_{t}$, we have the inequalities

$$
2\left\langle x_{t}, \gamma\right\rangle_{t} \leqslant(1-\varepsilon)\langle\gamma, \gamma\rangle_{t} \quad \forall \gamma \in S
$$

for all $t$. Fix $\gamma \in S$ and let $j \in[r]$ be so that $\gamma \in \mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$. Decompose $x_{t}=x_{t, 1}+\cdots+x_{t, r}$ and $x=x_{1}+\cdots+x_{r}$ according to the almost orthogonal decomposition $H=\otimes_{j} H_{j}$. Then, $x_{t, j}$ converges to $x_{j} \in H_{j}$ for all $j$.

Observe first that, since $\gamma \in \mathrm{F}^{j}$, we have $\langle x, \gamma\rangle_{i}=\langle\gamma, \gamma\rangle_{i}=0$ for all $i<j$. We now prove that $2\langle x, \gamma\rangle_{j} \leqslant\left(1-\varepsilon^{2}\right)\langle\gamma, \gamma\rangle_{j}$. This implies that $2\langle x, \gamma\rangle \leq_{\text {lex }}\langle\gamma, \gamma\rangle$, as required.

We first decompose

$$
\left\langle x_{t}, \gamma\right\rangle_{t}=\left\langle x_{t, j}, \gamma_{j}\right\rangle_{t}+\left\langle x_{t, j}, \gamma-\gamma_{j}\right\rangle_{t}+\sum_{i>j}\left\langle x_{t, i}, \gamma\right\rangle_{t}+\sum_{i<j}\left\langle x_{t, i}, \gamma_{j}\right\rangle_{t}+\sum_{i<j}\left\langle x_{t, i}, \gamma-\gamma_{j}\right\rangle_{t} .
$$

Fix $\delta>0$ and let $C>0$ be the constant in ( $\mathrm{b}^{\prime}$ ). Applying (b), ( $\mathrm{b}^{\prime}$ ), and (c), we conclude that

$$
\begin{aligned}
\left\langle x_{t}, \gamma\right\rangle_{t} \geqslant & L_{t, j}\left\langle x_{t, j}, \gamma_{j}\right\rangle_{t}-\delta L_{t, j}\left|x_{t, j}\right|\left|\gamma_{j}\right|-C L_{t, j+1}\left|x_{t, j}\right|\left|\gamma-\gamma_{j}\right| \\
& -C L_{t, j+1} \sum_{i>j}\left|x_{t, i}\right||\gamma|-\delta L_{t, j} \sum_{i<j}\left|x_{t, i}\right|\left|\gamma_{j}\right|-C L_{t, j+1} \sum_{i<j}\left|x_{t, i}\right|\left|\gamma-\gamma_{j}\right|
\end{aligned}
$$

for $t$ large. Choosing $\delta>0$ small and applying (a), it follows that

$$
2 L_{t, j}\left\langle x_{t, j}, \gamma\right\rangle_{j}=2 L_{t, j}\left\langle x_{t, j}, \gamma_{j}\right\rangle_{j} \leqslant\left(1-\varepsilon^{2}\right)\langle\gamma, \gamma\rangle_{t}
$$

for large $t$. Here, we have used that $\langle\gamma, \gamma\rangle_{t} \geqslant c L_{t, j}$ for some $c>0$, which follows from (a), $\left(\mathrm{b}^{\prime}\right)$, and (c). We then get the desired inequality by dividing by $L_{t, j}$ and taking the limit for $t$ tending to $\infty$,

$$
2\langle x, \gamma\rangle_{j}=\lim _{t \rightarrow \infty} 2\left\langle x_{t, j}, \gamma\right\rangle_{j} \leqslant \lim _{t \rightarrow \infty}\left(1-\varepsilon^{2}\right) L_{t, j}^{-1}\langle\gamma, \gamma\rangle_{t}=\left(1-\varepsilon^{2}\right)\langle\gamma, \gamma\rangle_{j} .
$$

(Here, to compute the limit on the right hand side, we have used again (a), ( $\mathrm{b}^{\prime}$ ), and (c).)
We now prove that $(1-\varepsilon)\left(W_{t} \cap P\right) \subset \operatorname{Vor}_{S}(0)$ for all large $t$. For the sake of a contradiction, suppose that this is not the case. Then, we can find a subsequence $x_{t} \in W_{t} \cap P$ such that $(1-\varepsilon) x_{t} \notin \operatorname{Vor}_{S}(0)$ for all $t$. Up to choosing a subsequence, we can assume that $x_{t}$ converges to
a point $x \in H$. In particular, the sequences $\left(1-\varepsilon^{2}\right) x_{t}$ and $(1-\varepsilon) x_{t}$ converge to $y=\left(1-\varepsilon^{2}\right) x$ and $z=(1-\varepsilon) x$, respectively. By the above result, we have $y \in \operatorname{Vor}_{S}(0)$. Since $\operatorname{Vor}_{S}(0)$ is convex and contains 0 in its interior, it follows that $z=\frac{1}{1+\varepsilon} \cdot y$ belong to the interior of $\operatorname{Vor}_{S}(0)$. However, then by the convergence, the points $(1-\varepsilon) x_{t}$ lie eventually in $\operatorname{Vor}_{S}(0)$. This contradiction completes the proof.

Finally, assume that $\overline{\operatorname{Vor}}_{S}(0)$ is compact. Let $B \subset H$ be an open, relatively compact set with $2 \cdot \overline{\operatorname{Vor}}_{S}(0) \subset B$. Then $W_{t} \subset B$ for all $t$ large, which proves the remaining claim upon choosing a large polytope $P$ with $B \subset P$. Namely, suppose there exists an infinite sequence of points $x_{t}$ with $x_{t} \in W_{t} \backslash B$. Using that $W_{t}$ is convex and contains $0 \in H$ and passing to a subsequence, we can assume that $x_{t}$ remains bounded and converges to some point $x \in H$. By the above result, we have that $x=2 \cdot \frac{1}{2} x$ lies in $2 \overline{\operatorname{Vor}}_{S}(0) \subset B$. Thus, $x_{t}$ belongs to $B$ for all large $t$, a contradiction.

Proof of Theorem 7.1. By the preceding lemmas, the inclusions $(1-\varepsilon)\left(\operatorname{Vor}_{S}(0) \cap P\right) \subset W_{t}$ and $(1-\varepsilon)\left(W_{t} \cap P\right) \subset \overline{\operatorname{Vor}}_{S}(0)$ hold for $t$ large enough. In particular, for a given $\varepsilon>0$, we have

$$
\sup _{x \in W_{t} \cap P} \inf _{y \in \overline{\operatorname{Vor}}_{S}(0) \cap P}|x-y| \leqslant \epsilon \sup _{x \in W_{t} \cap P}|x|+\sup _{x \in W_{t} \cap P} \inf _{y \in \overline{\operatorname{Vor}}_{S}(0) \cap P}|(1-\varepsilon) x-y|=\epsilon \sup _{x \in W_{t} \cap P}|x|
$$

for all $t$ large. Arguing similar for $\sup _{y \in \overline{\operatorname{Vor}}_{S}(0) \cap P} \inf _{x \in W_{t} \cap P}|x-y|$, we obtain the claim.
If $\overline{\operatorname{Vor}}_{S}(0)$ is compact, then from Lemma 7.4 , we infer that $W_{t}$ remains bounded as $t$ goes to infinity. Choosing a polytope $P$ which contains $\overline{\operatorname{Vor}}_{S}(0)$ and all the Voronoi cells $W_{t}$ for $t$ large, we conclude.

## 8. Admissible lattices

Let $H$ be a real vector space endowed with an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$. Consider the filtration

$$
\mathrm{F}^{\bullet}: \quad \mathrm{F}^{1}=H \supseteq \mathrm{~F}^{2} \supseteq \cdots \supseteq \mathrm{~F}^{r} \supset \mathrm{~F}^{r+1}=(0)
$$

on $H$ induced by $\langle\cdot, \cdot\rangle$.
Let $\mathbb{L}$ be a lattice in $H$. The filtration $\mathrm{F}^{\bullet}$ induces a non-increasing filtration

$$
\mathbb{L}^{\bullet}: \quad \mathbb{L}^{1}=\mathbb{L} \supseteq \mathbb{L}^{2} \supseteq \cdots \supseteq \mathbb{L}^{r} \supseteq \mathbb{L}^{r+1}=(0)
$$

on $\mathbb{L}$ by setting $\mathbb{L}^{j}:=\mathrm{F}^{j} \cap \mathbb{L}$ for all $j \in[r]$. We call a lattice $\mathbb{L}$ in $H$ admissible if it is an admissible discrete subset of $H$.

The following theorem gives a characterization of admissible lattices. For a lattice $\mathbb{L}$ in $H$, we define the $j$ th graded piece of $\mathbb{L}$ as the quotient

$$
\operatorname{gr}^{j} \mathbb{L}:=\mathbb{L}^{j} / \mathbb{L}^{j+1}, \quad j \in[r] .
$$

Note that the inclusion $\mathbb{L}^{j} \subset \mathrm{~F}^{j}$ defines a natural embedding $\mathrm{gr}^{j} \mathbb{L} \hookrightarrow \mathrm{gr}^{j} H$, so that we can identify $\mathrm{gr}^{j} \mathbb{L}$ with the corresponding subset of $\mathrm{gr}^{j} H$.
Theorem 8.1. The following are equivalent for a lattice $\mathbb{L}$ in $H$ :
(1) $\mathbb{L}$ is admissible.
(2) Each graded piece $\operatorname{gr}^{j} \mathbb{L}=\mathbb{L}^{j} / \mathbb{L}^{j+1}, j \in[r]$, is a lattice in $\mathrm{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1}$.

Moreover, if $\mathbb{L}$ is of full rank, then $\mathbb{L}$ is admissible if and only if each $\mathbb{L}^{j}, j \in[r]$, is a lattice of full rank in $\mathrm{F}^{j}$.

Proof. We prove the equivalence of (1) and (2). It will be more convenient to use the characterization of admissible discreteness given in Remark 3.8 in terms of the filtration. Let $\mathbb{L}$ be a lattice in $H$. We proceed by induction on the dimension $r$ of $\mathbb{R}^{r}$. For $r=1$, the claim is
trivial. Suppose the claim holds for $r-1$ and consider an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$. The last $r-1$ components of $\langle\cdot, \cdot\rangle$ define an inner product $[\cdot, \cdot]=\left(\langle\cdot, \cdot\rangle_{2}, \ldots,\langle\cdot, \cdot\rangle_{r}\right)$ on $\mathrm{F}^{2}$.

We first prove that $(2) \Rightarrow(1)$. Assume that $\mathbb{L}^{j} / \mathbb{L}^{j+1}$ is a lattice in $\mathrm{F}^{j} / \mathrm{F}^{j+1}$, for $j \in[r]$. The projection of $\mathbb{L}$ into $\mathrm{gr}^{1} H$ is the graded piece $\mathrm{gr}^{1} \mathbb{L}$, which is a lattice. Therefore, it is discrete. By Remark 3.8, using the notation of (3.4), it remains to show that $\mathbb{L}_{/ \mathfrak{p}_{1}(\gamma)}-\gamma$ is admissible discrete in $\mathrm{F}^{2}$ for all $\gamma \in \mathbb{L}$. However, we have that $\mathbb{L}_{/ \mathfrak{p}_{1}(\gamma)}-\gamma=\mathbb{L}^{2}$. Applying the induction hypothesis to $[\cdot, \cdot]$ and $\mathbb{L}^{2}$, we conclude.

We now prove the reverse implication $(1) \Rightarrow(2)$. Suppose $\mathbb{L}$ is admissible. Proceeding by induction, we prove that $\mathrm{gr}^{j} \mathbb{L}$ is a lattice in $\mathrm{gr}^{j} H$.

Since $\mathbb{L}$ is admissible, $\operatorname{gr}^{1} \mathbb{L}$ is a discrete subgroup in $\operatorname{gr}^{1} H$, and hence a lattice. By Remark 3.8 , using (3.4), admissibility implies that $\mathbb{L}^{2}=\mathbb{L}_{/ 0_{1}}$ is admissible in $\mathrm{F}^{2}$, where $0_{1} \in \operatorname{gr}^{1} H$ is the origin in $\operatorname{gr}^{1} H$. Applying once again the induction hypothesis to $[\cdot, \cdot]$ and $\mathbb{L}^{2}$, the proof is complete.

Having established this, from the equalities

$$
\sum_{j=1}^{r} \operatorname{rank}\left(\operatorname{gr}^{j} \mathbb{L}\right)=\operatorname{rank}(\mathbb{L}), \quad \sum_{j=1}^{r} \operatorname{dim}\left(\operatorname{gr}^{j} H\right)=\operatorname{dim}(H)
$$

we infer that, if $\mathbb{L}$ has full rank, then $\mathbb{L}$ is admissible discrete exactly when $\mathrm{gr}^{j} \mathbb{L}$ is a lattice of full rank in $\mathrm{gr}^{j} H$ for all $j$.

Recall that the $j$ th graded piece $\mathrm{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1}$ is endowed with the scalar product $\langle\cdot, \cdot\rangle_{j}: \operatorname{gr}^{j} H \times \operatorname{gr}^{j} H \rightarrow \mathbb{R}$. For an admissible lattice $\mathbb{L}$, we denote by $\operatorname{Vor}_{\mathrm{gr}^{j} \mathbb{L}}(\gamma), \gamma \in \mathrm{gr}^{j} \mathbb{L}$, the Voronoi cells of the lattice $\mathrm{gr}^{j} \mathbb{L}$ in $\mathrm{gr}^{j} H$ and consider the corresponding Voronoi decomposition

$$
\operatorname{gr}^{j} H=\bigcup_{\gamma \in \operatorname{gr}^{j} \mathbb{L}} \operatorname{Vor}_{\operatorname{gr}^{j} \mathbb{L}}(\gamma)
$$

The following theorem allows to decompose the Voronoi cells of admissible lattices in terms of the Voronoi cells of their graded pieces.

Theorem 8.2 (Almost orthogonal decomposition for Voronoi cells of admissible lattices). Let $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product and $\mathbb{L} \subset H$ be an admissible lattice. For each $j \in[r]$, let

$$
V_{j}:=\mathfrak{p}_{j}^{*}\left(\operatorname{Vor}_{\operatorname{gr}^{j} \mathbb{L}}(0)\right) \subset H_{j} \subseteq H
$$

Then, the closure of $\operatorname{Vor}_{\mathbb{L}}(0)$ has the almost orthogonal decomposition

$$
\overline{\operatorname{Vor}}_{\mathbb{L}}(0)=V_{1} \oplus \ldots \oplus V_{r}
$$

In words, the closure of $\operatorname{Vor}_{\mathbb{L}}(0)$ coincides with the Minkowski sum of the canonical liftings of the Voronoi cells $\operatorname{Vor}_{\mathrm{gr}^{j} \mathbb{L}}(0) \subset \mathrm{gr}^{j} H$ to $H_{j} \subseteq H$. Moreover, the sets $V_{j}, j \in[r]$, in the decomposition are pairwise almost orthogonal.

For any $\gamma \in \mathbb{L}$, we have $\operatorname{Vor}_{\mathbb{L}}(\gamma)=\gamma+\operatorname{Vor}_{\mathbb{L}}(0)$. The closure of each Voronoi cell $\operatorname{Vor}_{\mathbb{L}}(\gamma)$, $\gamma \in \mathbb{L}$, is a polyhedron. If $\mathbb{L}$ is of full rank, then $\overline{\operatorname{Vor}}_{\mathbb{L}}(\gamma), \gamma \in \mathbb{L}$, is a polytope with a non-empty interior, and $\operatorname{Vor}_{\mathbb{L}}(\gamma)$ is a bounded convex set with a non-empty interior.

Proof. The theorem follows directly from Theorem 4.1. Note that the Voronoi cell $V_{j}$ appearing in the decomposition of $\overline{\operatorname{Vor}}_{\mathbb{L}}(0)$ is congruent to the Voronoi cell of the origin in $\mathrm{gr}^{j} H$ with respect to the lattice $\mathrm{gr}^{j} \mathbb{L}$. This is always a polyhedron.

We restate Corollary 4.3 in the case of admissible lattices.


Figure 3. The Voronoi tiling of the lattice $\mathbb{Z}^{2}$ in $\mathbb{R}^{2}$ endowed with the inner product of rank two described in Example 8.4. The boundary of each Voronoi cell contains two closed segments in the middle of the two vertical sides, as well as the interior of the two other parallel sides. The vertices are excluded from the Voronoi cell.

Corollary 8.3. Let $\mathbb{L}$ be an admissible lattice in an inner product space $(H,\{\cdot, \cdot\rangle)$. Then, the Voronoi cells cover the space $H$, that is,

$$
H=\bigcup_{\gamma \in \mathbb{L}} \operatorname{Vor}_{\mathbb{L}}(\gamma),
$$

and they have mutually disjoint, non-empty, interiors. Moreover, the closures $\overline{\operatorname{Vor}}_{\mathbb{L}}(\gamma), \gamma \in \mathbb{L}$, provide a covering of $H$ by polyhedra. If $\mathbb{L}$ is of full rank, the closure of each Voronoi cell is a polytope.

The following example shows that in general, the intersection of two Voronoi cells is not necessarily a common face of both of them. Moreover, the Voronoi cells are not always closed. Even more surprisingly, they may not even contain any of their vertices.
Example 8.4. Consider $H=\mathbb{R}^{2}$ with the lattice $\mathbb{L}=\mathbb{Z}^{2}$ and rank two inner product $\{\cdot, \cdot\rangle$ given by

$$
\langle x, y\rangle_{1}=x_{1} y_{1} \text { and }\langle x, y\rangle_{2}=\left(x_{2}-\frac{1}{2} x_{1}\right)\left(y_{2}-\frac{1}{2} y_{1}\right) .
$$

As shown in Figure 3, the corresponding Voronoi decomposition is a tiling of $H$. The intersection of the closures of two Voronoi cells is not necessarily a common face.

The following result is a consequence of Theorem 7.1.
Theorem 8.5 (Hausdorff convergence of Voronoi cells of admissible lattices of full rank). Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ be an inner product and $\mathbb{L} \subset H$ be an admissible lattice of full rank. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a family of scalar products on $H$ which tamely degenerate to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}$.

Then, for each $\gamma \in \mathbb{L}$, the Voronoi cells $\operatorname{Vor}_{\mathbb{L},\langle\cdot,\rangle_{t}}(\gamma), t \in \mathbb{R}_{+}$, converge to $\overline{\operatorname{Vor}}_{\mathbb{L}}(\gamma)$ in the Hausdorff metric as $t$ goes to infinity.

Proof. By Theorem 8.2, $\overline{\operatorname{Vor}}_{\mathbb{L}}(\gamma)$ is compact. Therefore, Theorem 7.1 applies.

## 9. Metric degenerations of tori

Throughout this section, let $H$ be a real vector space and $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ an inner product. Moreover, let $\mathbb{L}$ be an admissible lattice of full rank in $H$. We consider the torus

$$
\mathbb{T}:=H / \mathbb{L}
$$

Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be scalar products on $H$, and denote by $\|x\|_{t}:=\sqrt{\langle x, x\rangle_{t}}, t \in \mathbb{R}_{+}$, the corresponding norms. The scalar product $\langle\cdot, \cdot\rangle_{t}$ on $H$ induces a Riemannian metric $\varphi_{t}$ on the torus $\mathbb{T}$. The associated distance function $\mathrm{d}_{t}: \mathbb{T} \times \mathbb{T} \rightarrow[0,+\infty)$ on $\mathbb{T}$ has the following explicit form. For $u, v \in \mathbb{T}$, we have

$$
\begin{equation*}
\mathrm{d}_{t}(u, v)=\min _{\substack{z \in H \\ z=u-v \text { in } \mathbb{T}}}\|z\|_{t}=\min _{\gamma \in \mathbb{L}}\|x-y-\gamma\|_{t} \tag{9.1}
\end{equation*}
$$

where $x \in H$ and $y \in H$ are any representatives of $u$ and $v$, respectively. We are interested in the degeneration of the metric space $\left(\mathbb{T}, \mathrm{d}_{t}\right)$, when the scalar products $\langle\cdot, \cdot\rangle_{t}$ behave asymptotically as in Section 5.2. We thus consider a family of vectors $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right) \in \mathbb{R}_{+}^{r}$, $t \in \mathbb{R}_{+}$, and assume that the family $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}, \omega$-tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$, so that (a), (b') and (c) are verified. In particular, by Proposition 5.5, every pullback family for $\langle\cdot, \cdot\rangle$ tamely degenerates to $\langle\cdot, \cdot\rangle$.
9.1. Middle tori. Consider the non-increasing filtration

$$
\mathrm{F}^{1}=H \supseteq \mathrm{~F}^{2} \supseteq \cdots \supseteq \mathrm{~F}^{r} \supseteq \mathrm{~F}^{r+1}=(0)
$$

of $H$ and the non-increasing filtration

$$
\mathbb{L}^{1}=\mathbb{L} \supseteq \mathbb{L}^{2} \supseteq \cdots \supseteq \mathbb{L}^{r} \supseteq \mathbb{L}^{r+1}=(0)
$$

of $\mathbb{L}$, where $\mathbb{L}^{j}=\mathbb{L} \cap \mathrm{F}^{j}$. From these two filtrations, we obtain a non-increasing sequence of tori

$$
\mathbb{T}^{1}=\mathbb{T} \supseteq \mathbb{T}^{2} \supseteq \cdots \supseteq \mathbb{T}^{r} \supseteq \mathbb{T}^{r+1}=(0)
$$

with $\mathbb{T}^{j}:=\mathrm{F}^{j} / \mathbb{L}^{j}, j \in[r]$. Each $\mathbb{T}^{j}$ is a closed subset of $\mathbb{T}$.
By Theorem 8.1, the lattice $\mathrm{gr}^{j} \mathbb{L}=\mathbb{L}^{j} / \mathbb{L}^{j+1}$ is of full rank in $\mathrm{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1}$ for every $j \in[r]$. This defines a torus

$$
\Theta_{j}:=\operatorname{gr}^{j} H / \operatorname{gr}^{j} \mathbb{L}
$$

We call $\Theta_{j}$ the $j$ th graded piece of the torus $\mathbb{T}$ with respect to the inner product $\langle\cdot, \cdot\rangle$. The terminology is justified as follows. The projection maps $\mathfrak{p}_{j}: \mathbb{L}^{j} \rightarrow \operatorname{gr}{ }^{j} \mathbb{L}$ and $\mathfrak{p}_{j}: \mathrm{F}^{j} \rightarrow$ $\mathrm{gr}^{j} H$ give rise to a projection map $\mathfrak{p}_{j}: \mathbb{T}^{j} \rightarrow \Theta_{j}$ with $\operatorname{ker}\left(\mathfrak{p}_{j}\right)=\mathbb{T}^{j+1}$. Thus, we obtain an isomorphism

$$
\mathbb{T}^{j} / \mathbb{T}^{j+1} \cong \Theta_{j}
$$

The scalar product $\{\cdot, \cdot\rangle_{j}: \operatorname{gr}^{j} H \times \operatorname{gr}^{j} H \rightarrow \mathbb{R}$ induces a Riemannian metric $\varphi_{j}$ on $\Theta_{j}$. We denote the induced distance function by $\mathrm{d}_{j}: \Theta_{j} \times \Theta_{j} \rightarrow[0,+\infty)$.
9.2. Volume formula and eigenvalue degeneration. Consider the almost orthogonal decomposition $H=\oplus_{j=1}^{r} H_{j}$. Denote by $n:=\operatorname{dim}_{\mathbb{R}}(H)$ and $n_{j}:=\operatorname{dim}_{\mathbb{R}}\left(\operatorname{gr}^{j} H\right), j \in[r]$. We first prove the following result.

Theorem 9.1. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a family of scalar products which $\omega$-tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right), t \in \mathbb{R}_{+}$. Then, the volume of $\mathbb{T}$ with respect to the Riemannian metric $\varphi_{t}$, properly rescaled, has the asymptotic behavior

$$
\lim _{t \rightarrow \infty} \prod_{j=1}^{r} L_{t, j}^{-n_{j} / 2} \cdot \operatorname{vol}\left(\mathbb{T}, \phi_{t}\right)=\prod_{j=1}^{r} \operatorname{vol}\left(\Theta_{j}, \varphi_{j}\right)
$$

Choose a basis $e_{1}, \ldots, e_{n}$ of the lattice $\mathbb{L}$ in $H$. Let $M_{t} \in \mathbb{R}^{n \times n}$ be the Gram matrix of the scalar product $\langle\cdot, \cdot\rangle_{t}$ in the basis $e_{1}, \ldots, e_{n}$ :

$$
M_{t}=\left(M_{t}(i, j)\right)_{1 \leqslant i, j \leqslant n} \quad \text { with } \quad M_{t}(i, j):=\left\langle e_{i}, e_{j}\right\rangle_{t}
$$

The volume of $\mathbb{T}$ can be expressed as

$$
\begin{equation*}
\operatorname{vol}\left(\mathbb{T}, \phi_{t}\right)=\operatorname{det}\left(M_{t}\right)^{1 / 2}=\prod_{i=1}^{n} \lambda_{i}\left(M_{t}\right)^{1 / 2} \tag{9.2}
\end{equation*}
$$

where $0<\lambda_{1}\left(M_{t}\right) \leqslant \lambda_{2}\left(M_{t}\right) \leqslant \cdots \leqslant \lambda_{n}\left(M_{t}\right)$ are the eigenvalues of $M_{t}$.
Recall that $n_{k}:=\operatorname{dim}_{\mathbb{R}}\left(H_{k}\right)=\operatorname{dim}_{\mathbb{R}}\left(\operatorname{gr}^{k} H\right), k \in[r]$. Define the index sets

$$
\begin{aligned}
I_{k} & :=\left\{m_{k}+1, \ldots, m_{k+1}\right\}, \quad k \in[r] \\
m_{k} & :=\sum_{j=1}^{k-1} n_{j}, \quad k \in[r+1] .
\end{aligned}
$$

We can choose a basis $e_{1}, \ldots, e_{n}$ of $\mathbb{L}$ so that for each $k \in[r]$, the vectors $e_{i}, i \in I_{k}$, belong to $\mathrm{F}^{k}$ and their projections $\mathfrak{p}_{k}\left(e_{i}\right), i \in I_{k}$, form a basis of $\mathrm{gr}^{k} \mathbb{L}$. Let $N_{k} \in \mathbb{R}^{I_{k} \times I_{k}}$ be the $n_{k} \times n_{k}$ Gram matrix of the scalar product $\{\cdot, \cdot\rangle_{k}$ on $\operatorname{gr}^{k} H$ in the basis $\mathfrak{p}_{k}\left(e_{i}\right), i \in I_{k}$. The volume of the graded piece $\Theta_{k}, k \in[r]$, is given by

$$
\begin{equation*}
\operatorname{vol}\left(\Theta_{k}, \varphi_{k}\right)=\operatorname{det}\left(N_{k}\right)^{1 / 2}=\prod_{j=1}^{n_{k}} \lambda_{j}\left(N_{k}\right)^{1 / 2} \tag{9.3}
\end{equation*}
$$

where $0<\lambda_{1}\left(N_{k}\right) \leqslant \cdots \leqslant \lambda_{n_{k}}\left(N_{k}\right)$ are the eigenvalues of $N_{k}$.
In order to prove Theorem 9.1, we will relate the eigenvalues of the matrices $M_{t}$ and $N_{k}$. More precisely, we will establish the following theorem.

Theorem 9.2 (Degeneration of eigenvalues). Assumptions as in Theorem 9.1, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\lambda_{m_{k}+i}\left(M_{t}\right)}{L_{t, k}}=\lambda_{i}\left(N_{k}\right) \tag{9.4}
\end{equation*}
$$

for all $k \in[r]$ and any $1 \leqslant i \leqslant n_{k}$.
Proof. Fix $k \in[r]$. For $t>0$, consider the polynomial

$$
f_{t}(\lambda):=\prod_{k^{\prime}<k} L_{t, k^{\prime}}^{-n_{k}} \cdot L_{t, k}^{-\left(n-m_{k}\right)} \cdot \operatorname{det}\left(M_{t}-L_{t, k} \lambda \mathrm{Id}\right)
$$

Clearly, $\lambda \in \mathbb{C}$ is an eigenvalue of $M_{t}$ exactly when $\lambda / L_{t, k}$ is a zero of $f_{t}$ (and the multiplicities coincide). By the properties (a), ( $\mathrm{b}^{\prime}$ ) and (c) of $\langle\cdot, \cdot\rangle_{t}$, the entries of the matrix $M_{t} \in \mathbb{R}^{n \times n}$ behave like

$$
\begin{array}{ll}
M_{t}\left(i, i^{\prime}\right)=O\left(L_{t, \max \left\{k, k^{\prime}\right\}}\right), & i \in I_{k}, i^{\prime} \in I_{k^{\prime}} \\
M_{t}\left(i, i^{\prime}\right)=L_{t, k}\left(N_{k}\left(i, i^{\prime}\right)+o(1)\right), & i, i^{\prime} \in I_{k}
\end{array}
$$

as $t$ tends to $\infty$. Moreover, since $L_{t, k^{\prime}+1} / L_{t, k^{\prime}}=o(1)$ for all $k^{\prime} \in[r]$, one readily obtains that

$$
f_{t}(\lambda)=\operatorname{det}\left(\begin{array}{ccccccc}
N_{1}-\frac{L_{t, k}}{L_{t, 1}} \lambda \operatorname{Id} & O(1) & \ldots & O(1) & 0 & \ldots & 0 \\
0 & N_{2}-\frac{L_{t, k}}{L_{t, 2}} \lambda \operatorname{Id} & \ldots & O(1) & 0 & \ldots & 0 \\
0 & 0 & \ldots & O(1) & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & O(1) & 0 & \ldots & 0 \\
0 & 0 & \ldots & N_{k}-\lambda \operatorname{Id} & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & -\lambda \operatorname{Id} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & 0 & \ldots & -\lambda \mathrm{Id}
\end{array}\right)+o(1)
$$

as $t$ tends to $\infty$. It then follows that $f_{t}$ converges to the polynomial

$$
g(\lambda):=\prod_{k^{\prime}<k} \operatorname{det}\left(N_{k^{\prime}}\right) \cdot \operatorname{det}\left(N_{k}-\lambda \mathrm{Id}\right) \cdot(-\lambda)^{n-m_{k+1}}
$$

uniformly on compact subsets of $\mathbb{C}$ as $t$ tends to $\infty$. The roots of $g$ are the $n_{k}$ eigenvalues of $N_{k}$, counted with their respective multiplicities, and $\lambda=0$, with multiplicity $n-m_{k+1}$. Thus, as $t$ tends to $\infty$, precisely $m_{k}$ roots of $f_{t}$ tend to infinity, $n_{k}$ roots converge to the eigenvalues of $N_{k}$, and the $\left(n-m_{k+1}\right)$ remaining ones converge to $\lambda=0$. Taking into account this behavior for all $k \in[r]$, the relation (9.4) follows and the proof is complete.

Proof of Theorem 9.1. This follows by combining Theorem 9.2 with (9.2) and (9.3).
9.3. Metric degeneration. In this section, we study the degeneration of the flat tori $\left(\mathbb{T}, \mathrm{d}_{t}\right)$, $t \in \mathbb{R}_{+}$, from the perspective of Gromov-Hausdorff convergence.

For a metric space $(X, \rho)$, we denote, as in Section 7, by $\rho_{\mathrm{H}}(A, B)$ the Hausdorff distance between two non-empty subsets $A, B \subset X$

$$
\rho_{\mathrm{H}}(A, B):=\max \left\{\sup _{a \in A} \rho(a, B), \sup _{b \in B} \rho(b, A)\right\}, \quad \rho(a, B)=\inf _{b \in B} \rho(a, b), \quad \rho(b, A)=\inf _{a \in A} \rho(a, b) .
$$

Recall that the Gromov-Hausdorff distance between two metric spaces $X$ and $Y$ is defined by

$$
\mathrm{d}_{\mathrm{GH}}(X, Y)=\inf \left\{\varrho_{\mathrm{H}}\left(\iota_{X}(X), \iota_{Y}(Y)\right)\right\},
$$

where the infimum is taken over all metric spaces $(Z, \varrho)$ and isometric embeddings $\iota_{X}: X \hookrightarrow Z$ and $\iota_{Y}: Y \hookrightarrow Z$. A family of metric spaces $\left(X_{t}\right)_{t \in \mathbb{R}_{+}}$converges to a metric space $X$ in the Gromov-Hausdorff sense if $\mathrm{d}_{\mathrm{GH}}\left(X_{t}, X\right) \rightarrow 0$ for $t \rightarrow \infty$. In this situation, we also write $X_{t} \xrightarrow{\mathrm{GH}} X$ for $t \rightarrow \infty$.

Theorem 9.3. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a family of scalar products which $\omega$-tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right)$.

Then,

$$
\left(\mathbb{T}, \frac{1}{\sqrt{L_{t, 1}}} \mathrm{~d}_{t}\right) \xrightarrow{\mathrm{GH}}\left(\Theta_{1}, \mathrm{~d}_{1}\right)
$$

as $t \rightarrow \infty$. More generally, for all $j=1, \ldots, r$,

$$
\left(\mathbb{T}^{j},\left.\frac{1}{\sqrt{L_{t, j}}} \mathrm{~d}_{t}\right|_{\mathbb{T}^{j} \times \mathbb{T}^{j}}\right) \xrightarrow{\mathrm{GH}}\left(\Theta_{j}, \mathrm{~d}_{j}\right)
$$

as $t \rightarrow \infty$. Here, we view $\mathbb{T}^{j}$ as a closed subset $\mathbb{T}^{j} \subset \mathbb{T}$, endowed with the restriction $\left.\mathrm{d}_{t}\right|_{\mathbb{T}^{j} \times \mathbb{T}^{j}}$ of $\mathrm{d}_{t}$ to $\mathbb{T}^{j} \times \mathbb{T}^{j}$.

We need the following result (see e.g. [BBI22, Example 7.4.4]). If $\left(\varrho_{t}\right)_{t \in \mathbb{R}_{+}}$is a family of metrics on $X$ and $\rho$ is a semimetric on $X$ such that $\lim _{t \rightarrow \infty} \varrho_{t}=\rho$ uniformly on $X \times X$, then $\left(X, \varrho_{t}\right)$ converges to the quotient $X / \rho$ in the Gromov-Hausdorff sense. The quotient metric space $X / \rho$ is obtained by identifying points $x, y \in X$ with $\rho(x, y)=0$. We will prove Theorem 9.3 by applying this result to the distance functions $\mathrm{d}_{t}, t \in \mathbb{R}_{+}$.

For $j=1, \ldots, r$, consider the semi-metric $\rho_{j}: \mathbb{T}^{j} \times \mathbb{T}^{j} \rightarrow[0, \infty)$ given by

$$
\rho_{j}(x, y):=\mathrm{d}_{j}\left(\mathfrak{p}_{j}(x), \mathfrak{p}_{j}(y)\right), \quad x, y \in \mathbb{T}^{j},
$$

where $\mathfrak{p}_{j}: \mathbb{T}^{j} \rightarrow \Theta_{j}$ is the natural projection map from $\mathbb{T}^{j}=\mathrm{F}^{j} / \mathbb{L}^{j}$ onto $\Theta_{j}=\mathrm{gr}^{j} \mathrm{H} / \mathrm{gr}^{j} \mathbb{L}$. Note that the quotient $\mathbb{T}^{j} / \rho_{j}$ is isometric to $\left(\Theta_{j}, \mathrm{~d}_{j}\right)$.

Lemma 9.4. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a family of scalar products which $\omega$-tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right), t \in \mathbb{R}_{+}$. Then,

$$
\lim _{t \rightarrow \infty} \frac{1}{\sqrt{L_{t, 1}}} \mathrm{~d}_{t}=\rho_{1}
$$

uniformly on $\mathbb{T} \times \mathbb{T}$. More generally, for all $j=1, \ldots, r$,

$$
\lim _{t \rightarrow \infty} \frac{1}{\sqrt{L_{t, j}}} \mathrm{~d}_{\left.t\right|_{\mathbb{T}^{j} \times \mathbb{T}^{j}}}=\rho_{j}
$$

uniformly on $\mathbb{T}^{j} \times \mathbb{T}^{j}$.
Proof. It suffices to treat the case $j=1$. Indeed, as follows from Lemma 6.1 and (9.1), for sufficiently large $t$, the restriction $\left.\mathrm{d}_{t}\right|_{\mathbb{T}^{j} \times \mathbb{T}^{j}}$ of $\mathrm{d}_{t}$ to $\mathbb{T}^{j}=\mathrm{F}^{j} / \mathbb{L}^{j}$ (viewed as a closed subset $\mathbb{T}^{j} \subset \mathbb{T}$ ) coincides with the metric stemming from the scalar product $\left.\langle\cdot, \cdot\rangle_{t}\right|_{\mathrm{F}^{j}}: \mathrm{F}^{j} \times \mathrm{F}^{j} \rightarrow \mathbb{R}$. Moreover, the family of scalar products $\left.\langle\cdot, \cdot\rangle_{t}\right|_{\mathrm{F}^{j}}, t \in \mathbb{R}_{+}$, converges $\omega$-tamely to the inner product $[\cdot, \cdot]: \mathrm{F}^{j} \times \mathrm{F}^{j} \rightarrow \mathbb{R}^{r-j+1}$ given by $[\cdot, \cdot]=\left(\langle\cdot, \cdot\rangle_{j}, \ldots,\langle\cdot, \cdot\rangle_{r}\right)$. Thus, the result for $\mathbb{T}^{j}$, $j>1$ can be reduced to the case $j=1$.

Let $H=\oplus_{j=1}^{r} H_{j}$ be the almost orthogonal decomposition of $H$. We decompose $x \in H$ into $x=x_{1}+\cdots+x_{r}$ with $x_{j} \in H_{j}, j \in[r]$, and set $\|x\|_{1}:=\sqrt{\{x, x\rangle_{1}}$ for $x \in H_{1}$. The distance between two points $u, v \in \mathbb{T}$ can then be rewritten as

$$
\rho_{1}(u, v)=\min _{\gamma \in \mathbb{L}}\left\|x_{1}-y_{1}-\gamma_{1}\right\|_{1},
$$

where $x, y \in H$ are any fixed representatives of $u$ and $v$, respectively. The assumptions (a), ( $\mathrm{b}^{\prime}$ ) and (c) imply that for every compact subset $B \subset H$ and every finite set $\mathbb{S} \subset \mathbb{L}$,

$$
\frac{1}{\sqrt{L_{t, 1}}} \min _{\gamma \in \mathbb{S}}\|x-y-\gamma\|_{t} \rightarrow \min _{\gamma \in \mathbb{S}}\left\|x_{1}-y_{1}-\gamma_{1}\right\|_{1}
$$

uniformly for $x, y \in B$. Fix a compact subset $B \subset H$ which covers $\mathbb{T}$ via the projection map $\mathfrak{p}: H \rightarrow \mathbb{T}$. By Lemma 6.1, there exists a finite set $\mathbb{S}_{B} \subset \mathbb{L}$ such that

$$
\min _{\gamma \in \mathbb{L}}\|x-y-\gamma\|_{t}=\min _{\gamma \in \mathbb{S}_{B}}\|x-y-\gamma\|_{t} \quad \text { and } \quad \min _{\gamma \in \mathbb{L}}\left\|x_{1}-y_{1}-\gamma_{1}\right\|_{1}=\min _{\gamma \in \mathbb{S}_{B}}\left\|x_{1}-y_{1}-\gamma_{1}\right\|_{1}
$$

for all $x, y \in B$ and large $t$. Fixing representatives $x=x(u)$ and $y=y(v)$ in $B$ for all $u, v \in \mathbb{T}$, we conclude that

$$
\left|\frac{1}{\sqrt{L_{t, 1}}} \mathrm{~d}_{t}(u, v)-\rho_{1}(u, v)\right|=\left|\frac{1}{\sqrt{L_{t, 1}}} \min _{\gamma \in \mathbb{S}_{B}}\|x-y-\gamma\|_{t}-\min _{\gamma \in \mathbb{S}_{B}}\left\|x_{1}-y_{1}-\gamma_{1}\right\|_{1}\right| \rightarrow 0
$$

uniformly for $u, v \in \mathbb{T}$ as $t \rightarrow \infty$. The proof is complete.

Proof of Theorem 9.3. By Lemma 9.4, the metrics $\left.\mathrm{d}_{t}\right|_{\mathbb{T}^{j} \times \mathbb{T}^{j}}$ converge to the semimetric $\rho_{j}$ uniformly on $\mathbb{T}^{j} \times \mathbb{T}^{j}$ for $t \rightarrow \infty$. This implies that $\left(\mathbb{T},\left.\mathrm{d}_{t}\right|_{\mathbb{T}^{j} \times \mathbb{T}^{j}}\right)$ is Gromov-Hausdorff convergent to the quotient $\mathbb{T}^{j} / \rho_{j}$, which is isometric to $\left(\Theta_{j}, \mathrm{~d}_{j}\right)$.
9.4. Metric degeneration for pullback families. For pullback families, we obtain more precise results on the metric degeneration of the torus.

Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a pullback family of $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}\right)$, $t \in \mathbb{R}_{+}$. Recall that

$$
\left.\langle\cdot, \cdot\rangle_{t}=\langle\cdot, \cdot\rangle_{\underline{L}_{t}}=L_{t, 1}\langle\cdot, \cdot \cdot\rangle_{1}+\cdots+L_{t, r} r \cdot \cdot, \cdot\right\rangle_{r}, \quad t \in \mathbb{R}_{+},
$$

and $\lim _{t \rightarrow \infty} L_{t, j} / L_{t, j+1}=+\infty$ for all $j=1, \ldots, r-1$.
We introduce the following function

$$
\begin{aligned}
& \zeta=\left(\zeta_{1}, \ldots, \zeta_{r}\right): \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}^{r} \\
& \zeta(p, q):= \min _{x \in H}\langle=p-q \text { in } \mathbb{T}
\end{aligned}\langle x, x\rangle . .
$$

It follows from Theorem 3.9 that the above minimum exists. Thus, $\zeta$ is well-defined. Note that $\zeta(p, q) \geq_{\text {lex }} 0$ for all $p, q \in \mathbb{T}$ and $\zeta(p, q)=0$ exactly when $p=q$.

Remark 9.5. The definition of $\zeta: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}^{r}$ is similar to the distance function $\mathrm{d}_{t}: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}$ induced by the scalar product $\langle\cdot, \cdot\rangle_{t}$, see (9.1). Thus, one may interpret $\zeta$ as a higher rank version of the (square of the) distance function.

Let $\operatorname{Vor}_{\mathbb{L}}(0)$ be the Voronoi cell of the origin for $\{\cdot, \cdot\rangle$ and denote by $\operatorname{int}\left(\operatorname{Vor}_{\mathbb{L}}(0)\right)$ its interior. The projection map $\mathfrak{p}: H \rightarrow \mathbb{T}$ is injective on $\operatorname{int}\left(\operatorname{Vor}_{\mathbb{L}}(0)\right)$. In the following, we identify $\operatorname{int}\left(\operatorname{Vor}_{\mathbb{L}}(0)\right)$ with a subset of $\mathbb{T}$.

Theorem 9.6. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a pullback family of $\langle\cdot, \cdot\rangle$ with parameters $\left(\underline{L}_{t}\right)_{t \in \mathbb{R}_{+}}$.
(i) Consider a fixed pair of points $p, q \in \mathbb{T}$. Then,

$$
\begin{equation*}
\mathrm{d}_{t}(p, q)=\sqrt{L_{t, 1} \zeta_{1}(p, q)+\cdots+L_{t, r} \zeta_{r}(p, q)} \tag{9.5}
\end{equation*}
$$

for all large $t \in \mathbb{R}_{+}$.
(ii) Fix a compact subset $B \subset \operatorname{int}\left(\operatorname{Vor}_{\mathbb{L}}(0)\right) \subset \mathbb{T}$ and define $K=\{(p, q) \in \mathbb{T} \times \mathbb{T} \mid p-q \in B\}$. Then, $K \subset \mathbb{T} \times \mathbb{T}$ is compact and for all large $t \in \mathbb{R}_{+}$, we have

$$
\begin{equation*}
\mathrm{d}_{t}(p, q)=\sqrt{L_{t, 1} \zeta_{1}(p, q)+\cdots+L_{t, r} \zeta_{r}(p, q)}, \quad \text { for all }(p, q) \in K \tag{9.6}
\end{equation*}
$$

Proof. In order to prove the claim in $(i)$, recall that

$$
\mathrm{d}_{t}(p, q)^{2}=\min _{\substack{x \in H \\ x=p-q \text { in } \mathbb{T}}}\|x\|_{t}^{2}=\min _{x \in S}\|x\|_{t}^{2},
$$

where $S=\{x \in H \mid x=p-q$ in $\mathbb{T}\}$. Fix an element $x \in S$ such that $\langle x, x\rangle=\zeta(p, q)$. Then

$$
\|x\|_{t}^{2}=\langle x, x\rangle_{t}=L_{t, 1}\langle x, x\rangle_{1}+\cdots+L_{t, r}\langle x, x\rangle_{r}=L_{t, 1} \zeta_{1}(p, q)+\cdots+L_{t, r} \zeta_{r}(p, q),
$$

which is precisely the square of the right-hand side in (9.5). Thus, it suffices to prove that

$$
\min _{y \in S}\|y\|_{t}^{2}=\|x\|_{t}^{2}
$$

for all large $t \in \mathbb{R}_{+}$. Since the lattice $\mathbb{L}$ is admissible, $S$ is an admissible discrete subset of $H$. By Lemma 6.1, there exists a finite subset $\mathbb{S}_{0} \subset S$ such that $x \in S$ and

$$
\min _{y \in S}\|y\|_{t}^{2}=\min _{y \in \mathbb{S}_{0}}\|y\|_{t}^{2}
$$

for all large $t \in \mathbb{R}_{+}$. It thus suffices to prove that for each fixed $y \in \mathbb{S}_{0}$ with $\left.\varangle y, y\right\rangle \neq \zeta(p, q)$, we have

$$
\|y\|_{t}^{2}>\|x\|_{t}^{2}
$$

for all large $t \in \mathbb{R}_{+}$. Indeed, since $\mathbb{S}_{0}$ is finite, this implies that $\mathrm{d}_{t}(p, q)^{2}=\min _{y \in S}\|y\|_{t}^{2}=$ $\min _{y \in \mathbb{S}_{0}}\|y\|_{t}^{2}=\|x\|_{t}^{2}$ for all large $t \in \mathbb{R}_{+}$.

Fix $y \in S$ with $\langle y, y\rangle \neq \zeta(p, q)$. Let $j \in[r]$ be the smallest index with $\langle y, y\rangle_{j} \neq \zeta_{j}(p, q)$. By the definition of $\zeta(p, q)$, we have $\zeta(p, q)<_{\text {lex }}\{y, y\rangle$ and hence $\zeta_{j}(p, q)<\langle y, y\rangle_{j}$. Therefore,

$$
\begin{aligned}
\langle y, y\rangle_{t}-\langle x, x\rangle_{t} & =\sum_{k=1}^{r} L_{t, k}\left(\langle y, y\rangle_{k}-\langle x, x\rangle_{k}\right)=\sum_{k=1}^{r} L_{t, k}\left(\langle y, y\rangle_{k}-\zeta_{k}(p, q)\right) \\
& =L_{t, j}\left(\langle y, y\rangle_{j}-\zeta_{j}(p, q)+\sum_{k=j+1}^{r} \frac{L_{t, k}}{L_{t, j}}\left(\langle y, y\rangle_{k}-\zeta_{k}(p, q)\right)\right)>0,
\end{aligned}
$$

where the last estimate follows from the fact that $\lim _{t \rightarrow \infty} \frac{L_{t, k+1}}{L_{t, k}}=0$ for all $k$.
It remains to prove the claim in (ii). Since the addition $\mathbb{T} \times \mathbb{T} \rightarrow \mathbb{T}:(p, q) \mapsto p-q$, is continuous, the set $K \subset \mathbb{T} \times \mathbb{T}$ is compact. By assumption, $B$ lies in the interior of the Voronoi cell $\operatorname{Vor}_{\mathbb{L}}(0)$. It follows that for some $\epsilon \in(0,1)$, we have $B \subset U_{\varepsilon}$ for the set $U_{\varepsilon}=(1-\varepsilon) \operatorname{Vor}_{S}(0)$ in Lemma 7.3. As in Section 7, let $W_{t}$ be the Voronoi cell of the origin for the scalar product $\langle\cdot, \cdot\rangle_{t}$. Applying Lemma 7.3, we have $B \subset W_{t}$ for all large $t$.

For a pair $(p, q) \in K$, choose a representative $x \in B$ of $p-q$. Since $x$ lies in $W_{t}$ and $\operatorname{Vor}_{\mathbb{L}}(0)$, we have

$$
\mathrm{d}_{t}(p, q)^{2}=\min _{\gamma \in \mathbb{L}}\|x-\gamma\|_{t}^{2}=\|x\|_{t}^{2} \quad \text { and } \quad \zeta(p, q)=\min _{\gamma \in \mathbb{L}}\langle x-\gamma, x-\gamma\rangle=\langle x, x\rangle .
$$

The second statement in the theorem now follows by observing that

$$
\mathrm{d}_{t}(p, q)^{2}=\|x\|_{t}^{2}=L_{t, 1}\langle x, x\rangle_{1}+\cdots+L_{t, r}\langle x, x\rangle_{r}=L_{t, 1} \zeta_{1}(p, q)+\cdots+L_{t, r} \zeta_{r}(p, q) .
$$

Remark 9.7. Note that the distance $\mathrm{d}_{t}(p, q)$ between two points $p, q \in \mathbb{T}$ can become infinite as $t$ tends to infinity. In such a case, Theorem 9.6 gives the precise asymptotics.

Remark 9.8. One can obtain similar results for families of scalar products which behave similar to pullback families. For instance, if $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, is a tamely degenerating family of scalar products with parameters $\left(\underline{L}_{t}\right)_{t \in \mathbb{R}_{+}}$for $\langle\cdot, \cdot\rangle$ such that, additionally, $L_{t, r} \equiv 1$ and

$$
\lim _{t \rightarrow \infty}\left(\langle x, y\rangle_{t}-\langle x, y\rangle_{\underline{L}_{t}}\right)=0
$$

for all $x, y \in H$, then, we get

$$
\lim _{t \rightarrow \infty}\left(\mathrm{~d}_{t}(p, q)-\sqrt{L_{t, 1} \zeta_{1}(p, q)+\cdots+L_{t, r} \zeta_{r}(p, q)}\right)=0
$$

for all fixed pairs $(p, q) \in \mathbb{T} \times \mathbb{T}$. Since the proof of these results becomes more technical, we decided not to include them.

## 10. Geometric applications

In this section, we discuss geometric applications of our results in two situations. The first one concerns the multi-scale geometry of degenerating metric graphs, and the second one concerns degenerating Riemann surfaces. We treat the former in detail. The latter is described here informally because its treatment requires the introduction of specific tools for degenerations of Riemann surfaces, which is not the main objective of this paper. This will appear in our forthcoming work [AN23], see also Remark 10.12.
10.1. Metric graphs and tropical curves. In this section, we apply our results to metric graphs and their geometric limits, called tropical curves of higher rank.
10.1.1. Metric graphs. Let $G=(V, E)$ be a finite connected graph with vertex set $V$ and edge set $E$. Let $l: E \rightarrow(0,+\infty)$ be a length function, which assigns a positive real number $l(e)$ to every edge $e \in E$. The pair $(G, l)$ is called a weighted graph. To a weighted graph $(G, l)$, we associate a metric space $\mathcal{G}$ as follows. We insert an interval $\mathcal{I}_{e}=[0, l(e)]$ of length $l(e)$ between the two extremities $u$ and $v$ of any edge $e=\{u, v\}$ in the graph (with the two extremities of $\mathcal{I}_{e}$ identified with the two extremities $u$ and $v$ of $e$ ). The obtained space $\mathcal{G}$ carries a natural quotient topology which is metrizable by the path metric $\rho$ : the distance $\rho(x, y)$ between $x, y \in \mathcal{G}$ is the arc length of the shortest path connecting them.

A metric graph is a compact metric space $\mathcal{G}$ which arises in this way for some weighted graph $(G, l)$. In this case, $\mathcal{G}$ is called the metric realization of $(G, l)$, and the pair $(G, l)$ is called a model of $\mathcal{G}$. If we want to emphasize that a metric graph $\mathcal{G}$ has a model with an underlying graph $G$, then we call it a metric graph over $G$.

A graph $G$ is called essential if either it has no vertices of degree two, or it is the graph consisting of one vertex and one loop edge. Any metric graph $\mathcal{G}$ has a model $(G, l)$ in which $G$ is essential. Such a model is called an essential model for $\mathcal{G}$. All essential models of $\mathcal{G}$ have the same underlying essential graph $G$. Moreover, the essential model $(G, l)$ for a metric graph $\mathcal{G}$ is unique unless $G$ has non-trivial automorphisms, in which case, $\mathcal{G}$ has a finite number of essential models $(G, l)$. (These are obtained by applying the automorphisms $\varphi$ to one fixed model $(G, l)$, that is, considering edge length functions given by compositions $\ell \circ \varphi$.)

Let $H=H_{1}(\mathcal{G}, \mathbb{R})$ and $\mathbb{L}=H_{1}(\mathcal{G}, \mathbb{Z})$ be the first homology groups of $\mathcal{G}$ with real and integral coefficients, respectively. Given a model $(G, l)$ of $\mathcal{G}$, we can identify $H=H_{1}(\mathcal{G}, \mathbb{R})$ and $\mathbb{L}=H_{1}(\mathcal{G}, \mathbb{Z})$ with the spaces of real-valued and integer-valued flows on $G$. Let $\mathbb{E}$ be the set of size $2|E|$ obtained by replacing each edge $e=\{u, v\}$ of $E$ by two oriented edges $u v$ and $v u$ (including loops for which $u=v$ ). By an abuse of the notation, we also denote elements of $\mathbb{E}$ by $e$, and use $\bar{e}$ when referring to the same edge but with the opposite orientation. A real-valued flow on $G$ is a map $x: \mathbb{E} \rightarrow \mathbb{R}$ which verifies

$$
x(e)=-x(\bar{e}) \quad \forall e \in \mathbb{E}, \quad \text { and } \quad \sum_{e=v u \in \mathbb{E}} x(e)=0 \quad \forall v \in V .
$$

If $x(e) \in \mathbb{Z}$ for all $e \in \mathbb{E}$, then $x$ is called an integer-valued flow. The spaces of real- and integer-valued flows on $G$ are denoted by $H_{1}(G, \mathbb{R})$ and $H_{1}(G, \mathbb{Z})$, respectively. We can then naturally identify $H_{1}(\mathcal{G}, \mathbb{R})=H_{1}(G, \mathbb{R})$ and $H_{1}(\mathcal{G}, \mathbb{Z})=H_{1}(G, \mathbb{Z})$. In the following, we tacitly make this identification and make it explicit, whenever there is a risk of confusion.

The dimension $h=\operatorname{dim}\left(H_{1}(\mathcal{G}, \mathbb{R})\right)$ is called the genus of $\mathcal{G}$. Given a model $(G, l)$ of $\mathcal{G}$ with vertex set $V$ and edge set $E$, we have $h=|E|-|V|+1$ by Euler's formula.

Recall the definition of polarization on metric graphs [BLHN97,KS00, BR07, MZ08, CV10]. Fix a model $(G, l)$ of $\mathcal{G}$. Fixing an orientation $\mathcal{O}: E \rightarrow \mathbb{E}$, we identify $E$ with a subset of $\mathbb{E}$. The polarization on $H$ is the scalar product $\langle\cdot, \cdot\rangle_{\mathcal{G}}: H \times H \rightarrow \mathbb{R}$ defined by

$$
\langle x, y\rangle_{\mathcal{G}}:=\sum_{e \in E} l(e) x(e) y(e) \quad \forall x, y \in H
$$

It does not depend on the choices of the model and orientation. If the graph $G$ is fixed, then sometimes we denote $\langle\cdot, \cdot\rangle_{\mathcal{G}}$ by $\langle\cdot, \cdot\rangle_{l}$.

The Jacobian of $\mathcal{G}$ is the $h$-dimensional torus

$$
\operatorname{Jac}(\mathcal{G}):=H / \mathbb{L}=H_{1}(\mathcal{G}, \mathbb{R}) / H(\mathcal{G}, \mathbb{Z})
$$

We endow $\operatorname{Jac}(\mathcal{G})$ with the distance function $\mathrm{d}_{\mathcal{G}}: \operatorname{Jac}(\mathcal{G}) \times \operatorname{Jac}(\mathcal{G}) \rightarrow[0, \infty)$ induced by the polarization $\langle\cdot, \cdot\rangle_{\mathcal{G}}$.
10.1.2. Tropical curves. In the following, we recall the definition of tropical curves in the sense of [AN20, AN22]. This framework was introduced in [AN20, AN22] for answering analytic questions on degenerating metric graphs and Riemann surfaces. Tropical curves in this sense should be viewed as multi-scale limits of metric graphs.

Let $G=(V, E)$ be a finite, connected graph. We assume that $G$ is essential, which will be convenient when realizing tropical curves as limits of metric graphs. A layering of $G$ is an ordered sequence $\pi=\left(\pi_{1}, \ldots, \pi_{r}, \pi_{\mathfrak{f}}\right)$ of pairwise disjoint subsets $\pi_{j} \subset E, j \in\{1, \ldots, r, \mathfrak{f}\}$, such that $\pi_{j} \neq \varnothing$ for $j \in\{1, \ldots, r\}$ and

$$
E=\bigsqcup_{j \in\{1, \ldots, r, f\}} \pi_{j} .
$$

We stress that we allow $\pi_{f}=\varnothing$. Equivalently, a layering of $G$ is a pair $\pi=\left(\pi_{\infty}, \pi_{f}\right)$ of a subset $\pi_{\mathrm{f}} \subset E$ and an ordered partition $\pi_{\infty}=\left(\pi_{1}, \ldots, \pi_{r}\right)$ of $E \backslash \pi_{\mathrm{f}}$.

The integer $r \in\{0\} \cup \mathbb{N}$ is called the (infinitary) rank of $\pi$. The sets $\pi_{j}, j \in\{1, \ldots, r\}$, are the infinite layers of $\pi$. The last set $\pi_{f}$ is called the finite layer of $\pi$. The pair $(G, \pi)$ is called a layered graph. The meaning of this terminology will become clear below, when we relate layered graphs to degenerations of metric graphs.

A weighted layered $\operatorname{graph}(G, \pi, \ell)$ is a layered graph $(G, \pi)$, with $G$ essential, together with an edge length function $\ell: E \rightarrow(0, \infty)$ satisfying the normalization condition

$$
\sum_{e \in \pi_{j}} \ell(e)=1, \quad \text { for all } j=1, \ldots, r
$$

To a weighted layered graph $(G, \pi, \ell)$, we associate the metric realization $\mathcal{C}$ of $(G, \ell)$ and the following decreasing sequence

$$
\begin{equation*}
\mathcal{C}=\mathcal{C}^{1} \supset \mathcal{C}^{2} \supset \cdots \supset \mathcal{C}^{r} \supseteq \mathcal{C}^{f} \tag{10.1}
\end{equation*}
$$

of metric subgraphs: for $j \in\{1, \ldots, r, f\}$, the metric subgraph $\mathcal{C}^{j}$ of $\mathcal{C}$ is obtained by removing all interval edges $e \in \pi_{1} \cdots \cup \pi_{j-1}$ from $\mathcal{C}$. Equivalently, $\mathcal{C}^{j}$ is the metric realization of the graph $G^{j}=\left(V, E \backslash\left(\pi_{1} \cup \cdots \cup \pi_{j-1}\right)\right)$ with the edge length function $\left.\ell\right|_{\pi_{j} \cup \ldots \pi_{r} \cup \pi_{f}}$.

A tropical curve is a pair $\left(\mathcal{C}, \mathcal{C}^{\bullet}\right)$ of a metric graph $\mathcal{C}$ and a decreasing sequence of metric subgraphs $\mathcal{C}^{\bullet}=\left(\mathcal{C}^{j}\right)_{j \in\{1, \ldots, r, f\}}$ with $\mathcal{C}=\mathcal{C}^{1}$ that arises in this way for some triple $(G, \pi, \ell)$, with the graph $G$ essential.

Remark 10.1. We remark that the definition of a tropical curve here differs slightly from the one given in [AN22], in the sense that the graph $G$ was not assumed to be essential there. The results in [AN22] are motivated by applications to moduli spaces of Riemann surfaces. In that setting, we allowed to have vertices of degree two in order to treat the case where that vertex represents a Riemann surface of positive genus in the dual graph. In order to simplify the presentation, we do not consider vertex-weighted graphs here. Putting the essential assumption then allows to define a meaningful convergence of metric graphs toward tropical curves, see below.

By an abuse of the notation, we simply write $\mathcal{C}$ for the pair $\left(\mathcal{C}, \mathcal{C}^{\bullet}\right)$. In this case, the tropical curve $\mathcal{C}$ is called the realization of the weighted layered graph $(G, \pi, \ell)$, and the triple $(G, \pi, \ell)$ is called a model of the tropical curve $\mathcal{C}$. All models of a tropical curve $\mathcal{C}$ have the same underlying essential graph $G$. A tropical curve $\mathcal{C}$ has a unique model unless the graph $G$ has a non-trivial automorphism group, in which case, $\mathcal{C}$ has a finite number of models with the same underlying graph $G$. If we want to emphasize that a tropical curve $\mathcal{C}$ has a model $(G, \pi, \ell)$ with underlying graph $G$, then we call it a tropical curve over $G$.


Figure 4. A layered graph of rank two, and its graded minors.

The (infinitary) rank of a tropical curve $\mathcal{C}$ is by definition the rank of any defining layering $\pi$, or equivalently, the number of metric graphs in the sequence $\mathcal{C} \bullet$ minus one. We note that with this terminology, metric graphs are precisely tropical curves of (infinitary) rank $r=0$.

A tropical curve $\mathcal{C}$ of rank $r$ defines a collection of metric graphs $\Gamma^{1}, \ldots, \Gamma^{r}, \Gamma^{\dagger}$, called the graded minors of $\mathcal{C}$. The $j$ th graded minor $\Gamma^{j}$ is the metric graph obtained by contracting all interval edges $e \in \pi_{j+1} \cdots \cup \pi_{r} \cup \pi_{f}$ in $\mathcal{C}^{j}$. Equivalently, $\Gamma^{j}$ is the metric realization of the $j$ th graded minor $\operatorname{gr}^{j} G$ of $G$ defined by

$$
\operatorname{gr}^{j} G:=G^{j} /\left(\pi_{j+1} \cdots \cup \pi_{r} \cup \pi_{\mathrm{f}}\right)
$$

endowed with edge length function $\left.\ell\right|_{\pi_{j}}$.
(For a finite graph $R=(V(R), E(R))$ and an edge set $F \subset E(R)$, the graph $R / F$ is the contraction of $R$ along $F$.)
10.1.3. Convergence of metric graphs to tropical curves. Let $G=(V, E)$ be a finite, connected, essential graph. Consider a family $\left(G, l_{t}\right), t \in \mathbb{R}_{+}$, of weighted graphs and a weighted layered $\operatorname{graph}(G, \pi, \ell)$. For $t \in \mathbb{R}_{+}$, define the total length of edges in $\left(G, l_{t}\right)$ as

$$
\begin{equation*}
L_{t}:=\sum_{e \in E} l_{t}(e) \tag{10.2}
\end{equation*}
$$

and denote by $L_{t, j}, j \in[r]$, the total length of edges in $\pi_{j}$ :

$$
\begin{equation*}
L_{t, j}:=\sum_{e \in \pi_{j}} l_{t}(e) \tag{10.3}
\end{equation*}
$$

We also set

$$
\begin{equation*}
L_{t, \mathrm{f}}:=L_{t, r+1}:=1 \tag{10.4}
\end{equation*}
$$

We say that the family $\left(G, l_{t}\right), t \in \mathbb{R}_{+}$, converges to $(G, \pi, \ell)$ for $t \rightarrow \infty$, if the following conditions hold:
(A) for all $j \in[r]$, we have $L_{t, j} / L_{t, j+1} \rightarrow \infty$ as $t \rightarrow \infty$,
(B) for each edge $e \in \pi_{j}, j \in[r]$, we have $l_{t}(e) / L_{t, j} \rightarrow \ell(e)$ as $t \rightarrow \infty$.
(C) for each edge $e \in \pi_{\mathrm{f}}$, we have $l(e) \rightarrow \ell(e)$ as $t \rightarrow \infty$.

Informally speaking, the weighted layered graph $(G, \pi, \ell)$ captures the asymptotic behavior of the edge lengths $l_{t}(e), e \in E$. Note that (i) implies that $L_{t, j} \rightarrow \infty$ as $t \rightarrow \infty$ for all $j \in[r]$. Moreover, as $t \rightarrow \infty$, we have $L_{t, 1} \gg L_{2, t} \gg \cdots \gg L_{t, r} \gg 1$. Thus, (ii) implies that the lengths of all edges in the infinite layers $\pi_{j}, j \in[r]$, go to infinity, however, they grow with different rates $L_{t, j}, j \in[r]$. Moreover, by (ii) and (iii), the precise asymptotic behavior of the edge
lengths $l_{t}(e), e \in E$, is described by the edge lengths $\ell(e), e \in E$, of the weighted layered graph $(G, \pi, \ell)$.

We say that a family $\left(\mathcal{G}_{t}\right)_{t \in \mathbb{R}_{+}}$of metric graphs converges to a tropical curve $\mathcal{C}$, if there exist models $\left(G, l_{t}\right), t \in \mathbb{R}_{+}$, of $\mathcal{G}_{t}$, with $G$ essential, and a model $(G, \pi, \ell)$ of $\mathcal{C}$ such that $\left(G, l_{t}\right)$, $t \in \mathbb{R}_{+}$, converges to $(G, \pi, \ell)$ in the above sense.
10.1.4. Homology and polarization of tropical curves. Notations as above, let $\mathcal{C}$ be a tropical curve of rank $r$. We define the first homology of $\mathcal{C}$ with real and integer coefficients as $H_{1}(\mathcal{C}, \mathbb{R})$ and $H_{1}(\mathcal{C}, \mathbb{Z})$, respectively. As for metric graphs, upon choosing a model $(G, \pi, \ell)$ of $\mathcal{C}$, we can further identify the homology with the space of flows on $G$. The Jacobian of $\mathcal{C}$ denoted $\operatorname{Jac}(\mathcal{C})$ is the quotient

$$
\operatorname{Jac}(\mathcal{C}):=H_{1}(\mathcal{C}, \mathbb{R}) / H_{1}(\mathcal{C}, \mathbb{Z})
$$

For each $j \in\{1, \ldots, r, \mathfrak{f}\}$, the inclusion $\mathcal{C}^{j} \subset \mathcal{C}$ gives a canonical embedding

$$
H_{1}\left(\mathcal{C}^{j}, \mathbb{R}\right) \hookrightarrow H_{1}(\mathcal{C}, \mathbb{R})
$$

Thus, we obtain a non-increasing filtration

$$
H_{1}(\mathcal{C}, \mathbb{R})=H_{1}\left(\mathcal{C}^{1}, \mathbb{R}\right) \supseteq H_{1}\left(\mathcal{C}^{2}, \mathbb{R}\right) \supseteq \cdots \supseteq H_{1}\left(\mathcal{C}^{r}, \mathbb{R}\right) \supseteq H_{1}\left(\mathcal{C}^{\mathfrak{f}}, \mathbb{R}\right) \supseteq\{0\}
$$

The contraction map from $\mathcal{C}^{j}$ to the graded minor $\Gamma^{j}$ induces a projection map $\mathfrak{p}_{j}: H_{1}\left(\mathcal{C}^{j}, \mathbb{R}\right) \rightarrow$ $H_{1}\left(\Gamma^{j}, \mathbb{Z}\right)$. It is surjective and has kernel given by $\operatorname{ker}\left(\mathfrak{p}_{j}\right)=H_{1}\left(\mathcal{C}^{j+1}, \mathbb{R}\right) \subseteq H_{1}\left(\mathcal{C}^{j}, \mathbb{R}\right)$.

In the following, we abbreviate $H=H_{1}(\mathcal{C}, \mathbb{R})$ and $\mathbb{L}=H_{1}(\mathcal{C}, \mathbb{Z})$.
Definition 10.2 (Tropical polarization). Consider $\mathbb{R}^{r+1}$ endowed with the lexicographic order $\leq=\leq_{\text {lex }}$. The tropical polarization on $H$ is the bilinear form $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r+1}$ given by

$$
\langle x, y\rangle:=\left(\sum_{e \in \pi_{1}} \ell(e) x(e) y(e), \ldots, \sum_{e \in \pi_{r}} \ell(e) x(e) y(e), \sum_{e \in \pi_{f}} \ell(e) x(e) y(e)\right), \quad x, y \in H .
$$

The following proposition summarizes the basic properties of the tropical polarization.
Proposition 10.3. The tropical polarization $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r+1}$ is an inner product on $H=H_{1}(\mathcal{C}, \mathbb{R})$. The associated filtration $\mathrm{F}^{\bullet}$ is given by

$$
\mathrm{F}^{j}=H_{1}\left(\mathcal{C}^{j}, \mathbb{R}\right) \subset H_{1}(\mathcal{C}, \mathbb{R}), \quad j \in\{1, \ldots, r, \mathfrak{f}\}
$$

By convention, we set $\mathrm{F}^{r+1}:=\mathrm{F}^{\mathfrak{f}}$ and $\mathrm{F}^{\mathfrak{f}+1}:=\{0\}$.
For $j \in\{1, \ldots, r, \mathfrak{f}\}$, the projection map $\mathfrak{p}_{j}: H_{1}\left(\mathcal{G}^{j}, \mathbb{R}\right) \rightarrow H_{1}\left(\Gamma^{j}, \mathbb{R}\right)$ induces a canonical isomorphism

$$
\operatorname{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1} \cong H_{1}\left(\Gamma^{j}, \mathbb{R}\right)
$$

Under this isomorphism, the $j$ th graded piece of $(H,\{\cdot, \cdot\rangle)$ is isomorphic to

$$
\left(\mathrm{gr}^{j} H,\{\cdot, \cdot\rangle_{j}\right) \cong\left(H_{1}\left(\Gamma^{j}, \mathbb{R}\right),\langle\cdot, \cdot\rangle_{\Gamma^{j}}\right)
$$

In particular, $\operatorname{gr}^{j} H=\{0\}$ if and only if $\Gamma^{j}$ is a tree.
Proof. All properties are direct consequences of the definition of $\langle\cdot, \cdot\rangle$. We omit the formal proofs.

Next, we describe the lifting operators $\mathfrak{p}_{j}^{*}, j \in\{1, \ldots, r, \mathfrak{f}\}$, introduced in Lemma 2.19. For $j \in\{1, \ldots, r, \mathfrak{f}\}$, the induced lifting operator $\mathfrak{p}_{j}^{*}: H_{1}\left(\Gamma^{j}, \mathbb{R}\right) \rightarrow H_{1}(\mathcal{C}, \mathbb{R})$ has the following form. For $\gamma \in H_{1}\left(\Gamma^{j}, \mathbb{R}\right)$, the image $\eta=\mathfrak{p}_{j}^{*}(\gamma)$ is the unique flow $\eta: \mathbb{E} \rightarrow \mathbb{R}$ on $G$ such that
(i) $\eta(e)=0$ for all edges $e \in \pi_{1} \cup \cdots \cup \pi_{j-1}$,
(ii) $\eta(e)=\gamma(e)$ for all edges $e \in \pi_{j}$ (here we identify $\pi_{j}$ with the edge set of $\Gamma^{j}$ ),


Figure 5. A tropical curve $\mathcal{C}$ of rank two and its Voronoi cell. The vertices are all inside the Voronoi cell, the dashed lines are in the exterior. The closure of the Voronoi cell is isomorphic to the Voronoi cell of the first graded minor. The second graded minor has trivial homology.
(iii) and for all $k \in\{j+1, \ldots, r, f\}$, we have

$$
\begin{equation*}
\sum_{e \in \pi_{k}} \ell(e) \eta(e) \alpha(e)=0, \quad \forall \alpha \in H_{1}\left(\Gamma^{j}, \mathbb{R}\right) \tag{10.5}
\end{equation*}
$$

Remark 10.4. Using the Hodge decomposition of the space of one-forms on a metric graph, one can prove that (10.5) is equivalent to requiring that

$$
\gamma(e)=\frac{f_{k}(v)-f_{k}(u)}{\ell(e)}, \quad e=u v \in \pi_{k},
$$

for a function $f_{k}: V \rightarrow \mathbb{R}$ such that $f_{k}(x)=f_{k}(y)$ for all vertices $x, y \in V$ having the same contractions in $\Gamma^{j}$, via the contraction map $\mathcal{C}^{k} \rightarrow \Gamma^{k}$.

As is easily seen, the lattice $\mathbb{L}=H_{1}(\mathcal{C}, \mathbb{Z})$ is admissible for the inner product $\langle\cdot, \cdot\rangle$. Moreover, under the identification $\operatorname{gr}^{j} H=H_{1}\left(\Gamma^{j}, \mathbb{R}\right)$, we have

$$
\operatorname{gr}^{j} \mathbb{L}=H_{1}\left(\Gamma^{j}, \mathbb{Z}\right), \quad j \in\{1, \ldots, r, \mathfrak{f}\}
$$

By Corollary 8.3, the Voronoi cells $\operatorname{Vor}_{\mathcal{C}}(\gamma), \gamma \in \mathbb{L}$, associated to the inner product $\langle\cdot, \cdot\rangle$ and the admissible lattice $\mathbb{L}$, provide a decomposition of $H$. Moreover, applying Theorem 8.2, we obtain the following result.

Theorem 10.5 (Almost orthogonal decomposition for the Voronoi cells of tropical curves). Notations as above, we have

$$
\overline{\operatorname{Vor}}_{\mathcal{C}}(0)=V_{1} \oplus \ldots \oplus V_{r} \oplus V_{\mathrm{f}},
$$

where $V_{j}=\mathfrak{p}_{j}^{*}\left(\operatorname{Vor}_{\Gamma^{j}}(0)\right), j \in\{1, \ldots, r, \mathfrak{f}\}$ and $\operatorname{Vor}_{\Gamma^{j}}(0)$ is the Voronoi cell in $H_{1}\left(\Gamma^{j}, \mathbb{R}\right)$ for the lattice $H_{1}\left(\Gamma^{j}, \mathbb{Z}\right)$. That is, the closure of the Voronoi cell $\operatorname{Vor}_{\mathcal{C}}(0)$ for the tropical curve $\mathcal{C}$ is the Minkowski sum of the Voronoi cells of its graded minors, canonically lifted to $H$.
10.1.5. Degeneration of the polarizations, Voronoi cells and Jacobians. Let $G=(V, E)$ be a finite, connected, essential graph. Consider the spaces $H=H_{1}(G, \mathbb{R})$ and $\mathbb{L}=H_{1}(G, \mathbb{Z})$ of real- and integer-valued flows, respectively.

For every metric graph $\mathcal{G}$ over $G$, we fix a model $(G, l)$. Identifying $H_{1}(G, \mathbb{R})$ with $H_{1}(\mathcal{G}, \mathbb{R})$, the polarization on $H_{1}(\mathcal{G}, \mathbb{R})$ induces a scalar product $\langle\cdot, \cdot\rangle_{\mathcal{G}}$ on $H$. Analogously, for every tropical curve $\mathcal{C}$ over $G$, we fix a model $(G, \pi, \ell)$ and obtain an inner product $\langle\cdot$.$\rangle on H$. When considering a family $\left(\mathcal{G}_{t}\right)_{t \in \mathbb{R}_{+}}$of metric graphs converging to a tropical curve $\mathcal{C}$ over $G$, we additionally suppose that the weighted graphs $\left(G, l_{t}\right), t \in \mathbb{R}_{+}$, converge to the weighted layered graph ( $G, \pi, \ell$ ).

In particular, for a family of metric graphs $\mathcal{G}_{t}, t \in \mathbb{R}_{+}$, over $G$, we obtain a family of scalar products $\langle\cdot, \cdot\rangle_{\mathcal{s}_{t}}, t \in \mathbb{R}_{+}$, on $H=H_{1}(G, \mathbb{R})$. Our next results says that, if the metric graphs


Figure 6. A tropical curve $\mathcal{C}$ of rank two and its Voronoi tiling. The boundaries of Voronoi tiles are colored red or blue depending on whether they belong to the incident Voronoi cell with a red or blue center, respectively.
$\mathcal{G}_{t}, t \in \mathbb{R}_{+}$, converge to a tropical curve $\mathcal{C}$, then the scalar products $\langle\cdot, \cdot\rangle_{\mathcal{G}_{t}}, t \in \mathbb{R}_{+}$, converge to the inner product $\langle\cdot, \cdot\rangle$ in the sense of Section 5.2.

Lemma 10.6. Let $\left(\mathcal{G}_{t}\right)_{t \in \mathbb{R}_{+}}$, be a family of metric graphs over $G$ which converges to a tropical curve $\mathcal{C}$ over $G$. Consider the associated family of scalar products $\langle\cdot, \cdot\rangle_{s_{t}}, t \in \mathbb{R}_{+}$, on $H=$ $H_{1}(G, \mathbb{R})$. Then, $\langle\cdot, \cdot\rangle_{g_{t}}, t \in \mathbb{R}_{+}$, tamely degenerates to the tropical polarization $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}=\left(L_{t, 1}, \ldots, L_{t, r}, L_{t, f}\right), t \in \mathbb{R}_{+}$, given by

$$
\begin{equation*}
L_{t, j}=\sum_{e \in \pi_{j}} l_{t}(e), \quad j \in\{1, \ldots, r\}, \tag{10.6}
\end{equation*}
$$

and $L_{t, \mathrm{f}} \equiv 1$.
Proof. We need to show properties (a), (b) and (c) in the definition of tame degenerations. By assumption, the chosen models $\left(G, l_{t}\right)$ of $\mathcal{G}_{t}, t \in \mathbb{R}_{+}$, and $(G, \pi, \ell)$ of $\mathcal{C}$ satisfy the conditions (A), (B) and (C) in Section 10.1.3. Property (a) then follows immediately from (A).

We decompose $H=H_{1} \oplus \ldots \oplus H_{r} \oplus H_{\mathrm{f}}$, according to the almost orthogonal decomposition induced by the polarization of the tropical curve.

In order to prove property (b), fix $i, j \in[r+1]$ with $i<j$ and let $\gamma \in H_{i}$ and $\gamma^{\prime} \in H_{j}$. Since $\gamma=\mathfrak{p}_{i}^{*}(\eta)$ for some $\eta \in H_{1}\left(\Gamma^{i}, \mathbb{R}\right) \cong \operatorname{gr}^{i} H$, we obtain from (10.5) that

$$
\sum_{e \in \pi_{j}} \ell(e) \gamma(e) \gamma^{\prime}(e)=0 .
$$

Moreover, $H_{j}$ is contained in $\mathrm{F}^{j}$, which is the first homology group $H_{1}\left(\mathcal{C}^{j}, \mathbb{R}\right)=H_{1}\left(G^{j}, \mathbb{R}\right)$, and hence $\gamma^{\prime}(e)=0$ for all edges $e \in E \backslash\left(\pi_{j} \cup \cdots \cup \pi_{r+1} \cup \pi_{\mathrm{f}}\right)$ (again, by convention, $\mathrm{F}^{r+1}=\mathrm{F}^{\mathrm{f}}$ ). Thus, taking into account (A), (B) and (C), we conclude that, as $t \rightarrow \infty$,

$$
\begin{aligned}
\left|\left\langle\gamma, \gamma^{\prime}\right\rangle_{\mathcal{G}_{t}}\right| & =\left|\sum_{e \in E} l_{t}(e) \gamma(e) \gamma^{\prime}(e)\right|=\left|\sum_{e \in \pi_{j} \cup \cdots \cup \pi_{r} \cup \pi_{j}} L_{t, j}(\ell(e)+o(1)) \gamma(e) \gamma^{\prime}(e)\right| \\
& =L_{t, j}\left|\sum_{e \in \pi_{j}} o(1) \gamma(e) \gamma^{\prime}(e)+\sum_{k \in\{j+1, \ldots, r, f\}} \sum_{e \in \pi_{k}} \frac{L_{t, k}}{L_{t, j}}(\ell(e)+o(1)) \gamma(e) \gamma^{\prime}(e)\right| \\
& \leqslant L_{t, j} \cdot\left(\max _{e \in E}|\gamma(e)|\right) \cdot\left(\max _{e \in E}\left|\gamma^{\prime}(e)\right|\right) \cdot o(1),
\end{aligned}
$$

where the $o(1)$-terms tend to zero uniformly for $\gamma \in H_{i}$ and $\gamma^{\prime} \in H_{j}$. This shows that property (b) holds.

It remains to prove property (c). Fix $i \in\{1, \ldots, r, \mathfrak{f}\}$ and let $\gamma, \gamma^{\prime} \in H_{i}$. Since $H_{i} \subset \mathrm{~F}^{i}$, and $\mathrm{F}^{i}$ is the first homology group $H_{1}\left(\mathcal{C}^{i}, \mathbb{R}\right)$, we obtain similar as above that

$$
\begin{aligned}
\left\langle\gamma, \gamma^{\prime}\right\rangle_{\mathcal{G}_{t}} & =\sum_{e \in \pi_{j} \cup \ldots \pi_{r} \cup \pi_{f}} l_{t}(e) \gamma(e) \gamma^{\prime}(e)=L_{t, j} \sum_{k \in\{j, \ldots, r, f\}} \frac{L_{t, k}}{L_{t, j}} \sum_{e \in \pi_{k}}(\ell(e)+o(1)) \gamma(e) \gamma^{\prime}(e) \\
& =L_{t, j}\left(\left\langle\gamma, \gamma^{\prime}\right\rangle_{j}+\sum_{e \in \pi_{j}} o(1) \gamma(e) \gamma^{\prime}(e)+\sum_{k \in\{j+1, \ldots, r, f\}} o(1) \sum_{e \in \pi_{k}}(\ell(e)+o(1)) \gamma(e) \gamma^{\prime}(e)\right),
\end{aligned}
$$

where the $o(1)$-terms tend to zero uniformly for $\gamma, \gamma^{\prime} \in H_{i}$. Since this implies that property (c) holds, the proof is complete.

Note that we may view the Voronoi cells $W_{t}=\operatorname{Vor}_{\langle\cdot, \cdot\rangle_{\mathcal{G}_{t}}}(0)$ of the metric graph polarizations $\langle\cdot, \cdot\rangle_{\mathcal{G}_{t}}, t \in \mathbb{R}_{+}$, and the Voronoi cell $\operatorname{Vor}_{\mathcal{C}}(0)=\operatorname{Vor}_{\langle\cdot, \cdot\rangle}(0)$ of the tropical curve polarization $\langle\cdot, \cdot\rangle$ as subsets of the same vector space $H=H_{1}(G, \mathbb{R})$ with respect to the admissible lattice $\mathbb{L}=H_{1}(G, \mathbb{Z})$. Applying Theorem 7.1, we obtain the following.

Corollary 10.7. Consider the lattice $\mathbb{L}=H_{1}(G, \mathbb{Z})$ in $H=H_{1}(G, \mathbb{R})$. Let $\left(\mathcal{G}_{t}\right)_{t \in \mathbb{R}_{+}}$, be a family of metric graphs over $G$ which converges to a tropical curve $\mathcal{C}$ over $G$. For $t \in \mathbb{R}_{+}$, let $W_{t} \subset H$ be the Voronoi cell of the origin $\gamma=0$ for the polarization $\langle\cdot, \cdot\rangle_{\mathcal{G}_{t}}$.

Then, the Voronoi cells $W_{t}, t \in \mathbb{R}_{+}$, converge to the tropical Voronoi cell $\overline{\operatorname{Vor}}_{\mathcal{C}}(0)$ in the Hausdorff sense.

Consider the torus $\mathbb{T}=H / \mathbb{L}=H_{1}(G, \mathbb{R}) / H_{1}(G, \mathbb{Z})$. For a metric graph $\mathcal{G}$ over $G$, we equip $\mathbb{T}$ with the distance function $\mathrm{d}_{\mathcal{G}}: \mathbb{T} \times \mathbb{T} \rightarrow[0, \infty)$ induced from the scalar product $\langle\cdot, \cdot\rangle_{\mathcal{G}}$.

Let $\mathcal{C}$ be a tropical curve over $G$ and $(G, \pi, \ell)$ its fixed model. For $j \in\{1, \ldots, r, \mathfrak{f}\}$, consider the subgraph $G^{j}=\left(V, E \backslash\left(\pi_{1} \cup \cdots \cup \pi_{j-1}\right)\right)$ of $G$. Then we can naturally embed $H_{1}\left(G^{j}, \mathbb{R}\right)$ into $H$ and $H_{1}(G, \mathbb{Z})$ into $\mathbb{L}$. Setting

$$
\mathbb{T}^{j}=H_{1}\left(G^{j}, \mathbb{R}\right) / H_{1}\left(G^{j}, \mathbb{Z}\right), \quad j \in\{1, \ldots, r, \mathfrak{f}\}
$$

we obtain a non-increasing filtration of $\mathbb{T}$ by subtori:

$$
\mathbb{T}=\mathbb{T}^{1} \supseteq \mathbb{T}^{2} \supseteq \cdots \supseteq \mathbb{T}^{r} \supseteq \mathbb{T}^{f}
$$

Moreover, the contraction map $\mathcal{C}^{j} \rightarrow \Gamma^{j}$ induces an isomorphism

$$
\mathbb{T}^{j} / \mathbb{T}^{j+1} \cong \operatorname{Jac}\left(\Gamma^{j}\right), \quad j \in\{1, \ldots, r, \mathfrak{f}\}
$$

(Here, by convention, $\mathbb{T}^{r+1}=\mathbb{T}^{\dagger}$ and $\mathbb{T}^{\mathfrak{j} 1}=\{0\}$. ) Applying Theorem 9.3, we obtain the following result.

Corollary 10.8. Let $\left(\mathcal{G}_{t}\right)_{t \in \mathbb{R}_{+}}$be a family of metric graphs which converges to $\mathcal{C}$. For $j \in$ $\{1, \ldots, r, \mathfrak{f}\}$, let $L_{t, j}$ be the parameter defined in (10.6). Then, as $t \rightarrow \infty$,

$$
\left(\mathbb{T}^{j},\left.\frac{1}{\sqrt{L_{t, j}}} \mathrm{~d}_{\mathcal{G}_{t}}\right|_{\mathbb{T}^{j} \times \mathbb{T}^{j}}\right) \xrightarrow{\mathrm{GH}}\left(\operatorname{Jac}\left(\Gamma^{j}\right), \mathrm{d}_{\Gamma^{j}}\right) .
$$

Here, we view $\mathbb{T}^{j}$ as a closed subset $\mathbb{T}^{j} \subseteq \mathbb{T}$, endowed with the restriction of $\mathrm{d}_{\mathcal{G}_{t}}$ to $\mathbb{T}^{j} \times \mathbb{T}^{j}$. Moreover, $\mathrm{d}_{\Gamma^{j}}$ is the distance function on $\operatorname{Jac}\left(\Gamma^{j}\right)$.
10.2. Degenerations of Riemann surfaces. In our forthcoming work [AN23], the results of Section 9 are applied to study metric degenerations of Jacobians associated to Riemann surfaces. In this section, we informally discuss our results in a simplified setting.
10.2.1. Riemann surfaces, Jacobians and polarization. A Riemann surface $S$ is a compact one-dimensional complex manifold. We denote by $H_{1}(S, \mathbb{R})$ and $H_{1}(S, \mathbb{Z})$ the first homology of $S$ with coefficients in $\mathbb{R}$ and $\mathbb{Z}$, respectively. We have $\operatorname{dim}_{\mathbb{R}}\left(H_{1}(S, \mathbb{R})\right)=2 g$, where $g$ is the genus of $S$, and $H_{1}(S, \mathbb{Z})$ is a lattice of full rank in $H_{1}(S, \mathbb{R})$.

Denote by $\Omega$ and $\bar{\Omega}$ the spaces of holomorphic and anti-holomorphic one-forms on $S$, respectively, so that for $\omega \in \Omega$, the complex conjugate form $\bar{\omega}$ lives in $\bar{\Omega}$. These are complex vector spaces of dimension $\operatorname{dim}_{\mathbb{C}}(\Omega)=\operatorname{dim}_{\mathbb{C}}(\bar{\Omega})=g$, and so, as real vector spaces, they have dimension $\operatorname{dim}_{\mathbb{R}}(\Omega)=\operatorname{dim}_{\mathbb{R}}(\bar{\Omega})=2 g$.

There exists a perfect pairing between $\Omega$ and $\bar{\Omega}$ defined by

$$
(\omega, \eta) \in \Omega \times \bar{\Omega} \quad \mapsto \quad \frac{i}{2} \int_{S} \omega \wedge \eta
$$

which identifies $\bar{\Omega}$ with the complex dual $\Omega^{*}:=\operatorname{Hom}_{\mathbb{C}}(\Omega, \mathbb{C})$. On the other hand, as a real vector space, $\Omega^{*}$ can be identified with $H_{1}(S, \mathbb{R})$ via the integration map

$$
\gamma \in H_{1}(S, \mathbb{R}) \quad \mapsto \quad\left(\omega \in \Omega \mapsto \int_{\gamma} \omega\right)
$$

which induces an $\mathbb{R}$-linear isomorphism between $H_{1}(S, \mathbb{R})$ and $\Omega^{*}=\operatorname{Hom}_{\mathbb{C}}(\Omega, \mathbb{C})$.
The combination of these two identifications leads to a natural $\mathbb{R}$-linear isomorphism

$$
\Psi: H_{1}(S, \mathbb{R}) \rightarrow \bar{\Omega}
$$

more precisely defined as follows. For $\gamma \in H_{1}(S, \mathbb{R})$, the image $\Psi(\gamma)$ is the unique antiholomorphic one-form on $S$ such that

$$
\int_{\gamma} \omega=\frac{i}{2} \int_{S} \omega \wedge \Psi(\gamma), \quad \forall \omega \in \Omega
$$

The complex vector space $\bar{\Omega}$ has a natural pairing

$$
(\alpha, \beta) \mapsto-\frac{i}{2} \int_{S} \alpha \wedge \bar{\beta}
$$

which is a Hermitian sesquilinear form on $\bar{\Omega}$. Its real part

$$
\langle\alpha, \beta\rangle:=\operatorname{Re}\left(-\frac{i}{2} \int_{S} \alpha \wedge \bar{\beta}\right), \quad \alpha, \beta \in \bar{\Omega}
$$

is a scalar product on $\bar{\Omega}$, considered as a real vector space.
Altogether, we obtain a scalar product $\langle\cdot, \cdot\rangle_{S}: H_{1}(S, \mathbb{R}) \times H_{1}(S, \mathbb{R}) \rightarrow \mathbb{R}$ given by

$$
\langle\gamma, \eta\rangle_{S}=\langle\Psi(\gamma), \Psi(\eta)\rangle, \quad \gamma, \eta \in H_{1}(S, \mathbb{R})
$$

We call it the polarization on $H_{1}(S, \mathbb{R})$.
We define the Jacobian of the Riemann surface $S$ as the real $2 g$-dimensional torus

$$
\operatorname{Jac}(S):=H_{1}(S, \mathbb{R}) / H_{1}(S, \mathbb{Z})
$$

The flat Riemannian metric induced by $\langle\cdot, \cdot\rangle_{S}$ on $\operatorname{Jac}(S)$ is denoted by $\varphi_{S}$. Moreover, we let $\mathrm{d}_{S}: \operatorname{Jac}(S) \times \operatorname{Jac}(S) \rightarrow[0,+\infty)$ be the associated distance function and $\operatorname{vol}(\operatorname{Jac}(S))$ the volume of $\operatorname{Jac}(S)$ for the Riemannian metric $\varphi_{S}$.

Note that since $\bar{\Omega}$ comes with an additional structure of a complex vector space, $\Psi$ can be used to give $H_{1}(S, \mathbb{R})$ the structure of a complex vector space as well, leading to a complex structure on the Jacobian. However, this will not be important for us in what follows.
10.2.2. Degenerating Riemann surfaces. Let $G=(V, E)$ be a finite, connected graph. For each vertex $v \in V$, fix a smooth Riemann surface $C_{v}$. For each edge $e=u v$ in $G$, we fix two attachment points $p_{u}^{e}$ and $p_{v}^{e}$ on the Riemann surfaces $C_{u}$ and $C_{v}$, respectively (and additionally require that $p_{v}^{e} \neq p_{v}^{e^{\prime}}$ for $e \neq e^{\prime}$ ). Identifying for each edge $e=u v$ the two points $p_{u}^{e}$ and $p_{v}^{e}$ into a single point $p^{e}$, we obtain a singular Riemann surface $S$ with nodal singularities, which carries a natural analytic structure, see Figure 7.


Figure 7. A singular Riemann surface with three components. The corresponding graph is the cycle with three vertices.

What follows is a construction of a family of smooth Riemann surfaces $\left(\mathcal{S}_{\varepsilon}\right)_{0<\varepsilon<1}$ which degenerate to $S$ as $\varepsilon \rightarrow 0$. This is a simplified version of the so-called plumbing construction (see, e.g., [HK14, Wen91]).

Around each attachment point $p_{v}^{e} \in C_{v}$, we fix a local holomorphic coordinate $z_{v}^{e}$ and consider the unit disc

$$
D_{v}^{e}=\left\{z_{v}^{e}| | z_{v}^{e} \mid \leqslant 1\right\} \subset S
$$

The origin $z_{v}^{e}=0$ corresponds to the attachment point $p_{v}^{e}$. For each $0<\varepsilon<1$, we now remove a disc of radius $\sqrt{\varepsilon}$ from $C_{v}$. More formally, we consider

$$
D_{v, \varepsilon}^{e}=\left\{z_{v}^{e}\left|\sqrt{\varepsilon} \leqslant\left|z_{v}^{e}\right| \leqslant 1\right\} \subset S\right.
$$

with its inner boundary circle denoted by

$$
\mathbb{S}_{v, \varepsilon}^{e}:=\left\{z_{v}^{e}| | z_{v}^{e} \mid=\sqrt{\varepsilon}\right\}
$$

For each edge $e=u v$, we then glue the two boundary cycles $\mathbb{S}_{v, \varepsilon}^{e}$ and $\mathbb{S}_{u, \varepsilon}^{e}$ together to a circle $\mathbb{S}_{\varepsilon}^{e}$. More precisely, we identify each $z_{u}^{e} \in \mathbb{S}_{v, \varepsilon}^{e}$ with the point

$$
z_{v}^{e}=\frac{\varepsilon}{z_{u}^{e}} \in \mathbb{S}_{v, \varepsilon}^{e}
$$

By this procedure, we obtain a smooth surface $\mathcal{S}_{\varepsilon}$ which moreover carries a natural complex structure (that we do not explicit here), leading to a family of smooth Riemann surfaces $\mathcal{S}_{\varepsilon}$ parametrized by $\varepsilon \in(0,1)$. Moreover, for $\varepsilon \rightarrow 0$, the circles $\mathbb{S}_{\varepsilon}^{e}, e \in E$, shrink and $\mathcal{S}_{\varepsilon}$ degenerates to the singular Riemann surface $S$.
10.2.3. Jacobians of degenerating Riemann surfaces. For $0<\varepsilon<1$, consider the Jacobian $\operatorname{Jac}\left(\mathcal{S}_{\varepsilon}\right)=H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right) / H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{Z}\right)$ endowed with its Riemannian metric $\varphi_{\mathcal{S}_{\varepsilon}}$ and the distance function $\mathrm{d}_{\mathcal{S}_{\varepsilon}}$. We are interested in the metric behavior of the flat tori $\operatorname{Jac}\left(\mathcal{S}_{\varepsilon}\right)$ as $\varepsilon$ tends to zero.

Before formulating our results, we need some considerations on the homology $H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$. Using the shape of the Riemann surface $\mathcal{S}_{\varepsilon}$, we can define a natural non-increasing filtration

$$
\begin{equation*}
\mathrm{F}_{\varepsilon}^{\bullet}: \quad H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)=\mathrm{F}_{\varepsilon}^{1} \supseteq \mathrm{~F}_{\varepsilon}^{2} \supseteq \mathrm{~F}_{\varepsilon}^{3} \supset\{0\} \tag{10.7}
\end{equation*}
$$

Roughly speaking, $\mathrm{F}_{\varepsilon}^{3}$ corresponds to the cycles originating from the attachment cycles $\mathbb{S}_{\varepsilon}^{e}, \mathrm{~F}_{\varepsilon}^{2}$ corresponds additionally to the cycles originating from the Riemann surfaces $C_{v}, v \in V$, and


Figure 8. A singular Riemann surface with two components and its associated graph on the right. A smooth Riemann surface $\mathcal{S}_{\varepsilon}$ in the plumbing family is depicted in the left. The cycles $\mathbb{S}_{\varepsilon}^{e}$ are shown in red.
finally, $\mathrm{F}_{\varepsilon}^{1}$ corresponds additionally to the cycles originating from the graph $G$ (see Figure 9). More formally, we proceed as follows.


Figure 9. The three type of cycles appearing in $\mathcal{S}_{\varepsilon}$ are shown in three colors. The cycle in pink is vanishing in the limit, it is an element of $\mathrm{F}_{\varepsilon}^{3}$. The two cycles in blue live on the two components of $S$, they belong to $\mathrm{F}_{\varepsilon}^{2} \backslash \mathrm{~F}_{\varepsilon}^{3}$. The red cycle lives above the red cycle in the graph, it belongs to $\mathrm{F}_{\varepsilon}^{1} \backslash \mathrm{~F}_{\varepsilon}^{2}$.

As is clear from the shape of the singular Riemann surface $S$, there exists a natural contraction $\operatorname{map} \kappa_{\mathbb{C}, \varepsilon}: \mathcal{S}_{\varepsilon} \rightarrow S$ (see Figure 8). Namely, we contract the circles $\mathbb{S}_{\varepsilon}^{e}$ in $\mathcal{S}_{\varepsilon}$ to the singular points $p_{e}, e \in E$, and "stretch" the remaining parts of $\mathcal{S}_{\varepsilon}$ to cover the rest of $S$. On the other hand, we can also define a natural contraction map $\kappa_{\mathcal{G}, \varepsilon}: \mathcal{S}_{\varepsilon} \rightarrow \mathcal{G}$ (see Figure 10), where $\mathcal{G}$ is the metric graph obtained from $G$ and the length function $l: E \rightarrow(0, \infty)$ with $l(e)=1$. In order to define $\kappa_{\mathcal{G}, \varepsilon}$, we contract the circle $\mathbb{S}_{\varepsilon}^{e}$ of an edge $e=u v$ to the middle point of the corresponding interval edge in $\mathcal{G}$, contract the annuli $D_{v, \varepsilon}^{e}$ and $D_{u, \varepsilon}^{e}$ to cover the remaining parts of intervals, and map the remaining parts of $\mathcal{S}_{\varepsilon}$ to the vertices of $\mathcal{G}$.


Figure 10. The contraction map from $\mathcal{S}_{\varepsilon}$ to the metric graph $\mathcal{G}$. The middle cycles $\mathbb{S}_{e, \varepsilon}$ are mapped to the middle points of the edges, shown in red.

The above contraction maps induce maps on the level of the homology, which we denote by $\mathfrak{p}_{\mathbb{C}, \varepsilon}: H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right) \rightarrow H_{1}(S, \mathbb{R})$ and $\mathfrak{p}_{\mathcal{G}, \varepsilon}: H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right) \rightarrow H_{1}(S, \mathbb{R})$. We then define

$$
\mathrm{F}_{\varepsilon}^{3}=\operatorname{ker}\left(\mathfrak{p}_{\mathrm{C}, \varepsilon}\right)
$$

and call it the space of vanishing cycles. Concretely, each circle $\mathbb{S}_{\varepsilon}^{e} \subset \mathcal{S}_{\varepsilon}, e \in E$, in $\mathcal{S}_{\varepsilon}$ gives rise to an element $a_{e, \varepsilon} \in H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$. We then have

$$
\begin{equation*}
\mathrm{F}_{\varepsilon}^{3}=\operatorname{ker}\left(\mathfrak{p}_{\mathbb{C}, \varepsilon}\right)=\operatorname{span}\left(\left\{a_{e, \varepsilon} \mid e \in E\right\}\right) \tag{10.8}
\end{equation*}
$$

That is, $\mathrm{F}_{\varepsilon}^{3}$ corresponds precisely to the glueing cycles $\mathbb{S}_{e, \varepsilon}, e \in E$, in the plumbing construction. We stress that it might happen that the cycles $a_{e, \varepsilon}$ are not linearly independent, that is, $\sum_{e \in E} \lambda_{e} a_{e, \varepsilon}=0$ in $H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$ for some non-trivial coefficients $\lambda_{e} \in \mathbb{R}, e \in E$. It turns out that $\mathrm{F}_{\varepsilon}^{3}$ has dimension equal to $h:=\operatorname{dim}\left(H_{1}(\mathcal{G}, \mathbb{R})\right)$. The latter is called the genus of $\mathcal{G}$ and, by Euler's formula, can be computed as

$$
h=\operatorname{dim}\left(H_{1}(\mathcal{G}, \mathbb{R})\right)=|E|-|V|+1
$$

Note that for each smooth Riemann surface $C_{v}, v \in V$, we can naturally embed $H_{1}\left(C_{v}, \mathbb{R}\right)$ into $H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$. More precisely, for each element $a_{v} \in H_{1}\left(C_{v}, \mathbb{R}\right)$, we choose a representing cycle which does not intersect the discs $D_{v}^{e}, e \sim v$, and view it as a cycle inside $\mathcal{S}_{\varepsilon}$. This allows to associate to each $a_{v} \in H_{1}\left(C_{v}, \mathbb{R}\right)$ an element $a_{v, \varepsilon} \in H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$. Note that this choice is not canonical, since for different representing cycles, the elements $a_{v, \varepsilon}$ can differ by some combination of the $a_{e, \varepsilon}$ s. Nevertheless, we obtain a non-canonical embedding $H_{1}\left(C_{v}, \mathbb{R}\right) \hookrightarrow$ $H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$. We then define the subspace $\mathrm{F}_{\varepsilon}^{2} \subset H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$ in the filtration (10.7) as

$$
\begin{equation*}
\mathrm{F}_{\varepsilon}^{2}=\operatorname{span}\left(\left\{a_{e, \varepsilon} \mid e \in E\right\} \cup \bigcup_{v \in V}\left\{a_{v, \varepsilon} \mid a_{v} \in H_{1}\left(C_{v}, \mathbb{R}\right)\right\}\right) \tag{10.9}
\end{equation*}
$$

We have that $\operatorname{dim}\left(\mathrm{F}_{\varepsilon}^{2}\right)=h+\sum_{v \in V} 2 g\left(C_{v}\right)$, where $g\left(C_{v}\right)$ denotes the genus of $C_{v}$. Moreover, $\mathrm{F}_{\varepsilon}^{2}=\operatorname{ker}\left(\mathfrak{p}_{\mathcal{G}, \varepsilon}\right)$, where $\mathfrak{p}_{\mathcal{G}, \varepsilon}: H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right) \rightarrow H_{1}(S, \mathbb{R})$ is the projection induced by the contraction $\operatorname{map} \kappa_{\mathcal{G}, \varepsilon}: \mathcal{S}_{\varepsilon} \rightarrow \mathcal{G}$.

Finally, we define the last set in the filtration (10.7) by $\mathrm{F}_{\varepsilon}^{1}=H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$. One can give a precise description of $\mathrm{F}_{\varepsilon}^{1} \backslash \mathrm{~F}_{\varepsilon}^{2}$. Namely, for a cycle $a_{\mathcal{G}} \in H_{1}(\mathcal{G}, \mathbb{R})$, we can choose an element $a_{\mathcal{G}, \varepsilon}$ with $\mathfrak{p}_{\mathcal{G}, \varepsilon}\left(a_{\mathcal{G}, \varepsilon}\right)=a_{\mathcal{G}}$ (by "following the graph cycle in the Riemann surface $\mathcal{S}_{\varepsilon}$ "). This choice is only unique up to elements of $\mathrm{F}_{\varepsilon}^{2}=\operatorname{ker}\left(\mathfrak{p}_{\mathcal{G}, \varepsilon}\right)$. Thus, we obtain a non-canonical embedding $H_{1}(\mathcal{G}, \mathbb{R}) \hookrightarrow H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$. Altogether, we have
$\mathrm{F}_{\varepsilon}^{1}=H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)=\operatorname{span}\left(\left\{a_{e, \varepsilon} \mid e \in E\right\} \cup \bigcup_{v \in V}\left\{a_{v, \varepsilon} \mid a_{v} \in H_{1}\left(C_{v}, \mathbb{R}\right)\right\} \cup\left\{a_{\mathcal{G}, \varepsilon} \mid a_{\mathcal{G}} \in H_{1}(\mathcal{G}, \mathbb{R})\right\}\right)$.
In particular, the Riemann surface $\mathcal{S}_{\varepsilon}$ has genus

$$
g=\frac{\operatorname{dim}\left(H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)\right)}{2}=\frac{2 h+\sum_{v \in V} 2 g\left(C_{v}\right)}{2}=h+\sum_{v \in V} g\left(C_{v}\right)
$$

In order to formulate our results on the degeneration of $\operatorname{Jac}\left(\mathcal{S}_{\varepsilon}\right)$, we need the following ingredients. Setting $\mathbb{L}_{\varepsilon}^{j}:=\mathrm{F}_{\varepsilon}^{j} \cap H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{Z}\right), j \in\{1,2,3\}$, we obtain a lattice of full rank in $\mathrm{F}_{\varepsilon}^{j}$. Consider the associated tori

$$
\mathbb{T}_{\varepsilon}^{j}:=\mathrm{F}_{\varepsilon}^{j} / \mathbb{L}_{\varepsilon}^{j}, \quad j \in\{1,2,3\}
$$

$\mathbb{T}_{\varepsilon}^{2}$ and $\mathbb{T}_{\varepsilon}^{3}$ have dimension $h+2 \sum_{v \in V} g\left(C_{v}\right)$ and $h$, respectively. Altogether, we obtain a non-increasing filtration of $\operatorname{Jac}\left(\mathcal{S}_{\varepsilon}\right)$ by subtori:

$$
\operatorname{Jac}\left(\mathcal{S}_{\varepsilon}\right)=\mathbb{T}_{\varepsilon}^{1} \supseteq \mathbb{T}_{\varepsilon}^{2} \supseteq \mathbb{T}_{\varepsilon}^{3} \supset\{0\}
$$

For each vertex $v \in V$, let $\operatorname{Jac}\left(C_{v}\right)$ be the Jacobian of the smooth Riemann surface $C_{v}$ and $\mathrm{d}_{C_{v}}: \operatorname{Jac}\left(C_{v}\right) \times \operatorname{Jac}\left(C_{v}\right) \rightarrow[0, \infty)$ the distance function induced by the polarization $\langle\cdot, \cdot\rangle_{C_{v}}$ on $H_{1}\left(C_{v}, \mathbb{R}\right)$.

Let $\operatorname{Jac}(\mathcal{G})=H_{1}(\mathcal{G}, \mathbb{R}) / H_{1}(\mathcal{G}, \mathbb{Z})$ be the $\operatorname{Jacobian}$ of the metric graph $\mathcal{G}$ and $\mathrm{d}_{\mathcal{G}}: \operatorname{Jac}(\mathcal{G}) \times$ $\operatorname{Jac}(\mathcal{G}) \rightarrow[0, \infty)$ the distance function induced by the polarization $\langle\cdot, \cdot\rangle_{\mathcal{G}}$ on $H_{1}(\mathcal{G}, \mathbb{R})$.

Consider the dual spaces $H_{1}(\mathcal{G}, \mathbb{R})^{*}=\operatorname{Hom}_{\mathbb{R}}\left(H_{1}(\mathcal{G}, \mathbb{R}), \mathbb{R}\right)$ and $H_{1}(\mathcal{G}, \mathbb{Z})^{*}=\operatorname{Hom}_{\mathbb{Z}}\left(H_{1}(\mathcal{G}, \mathbb{Z}), \mathbb{Z}\right)$. The polarization $\langle\cdot, \cdot\rangle_{\mathcal{G}}$ on $H_{1}(\mathcal{G}, \mathbb{R})$ defines an isomorphism $\Psi: H_{1}(\mathcal{G}, \mathbb{R}) \rightarrow H_{1}(\mathcal{G}, \mathbb{R})^{*}$ by setting

$$
(\Psi \gamma)(\eta)=\langle\eta, \gamma\rangle_{\mathcal{G}}, \quad \gamma, \eta \in H_{1}(\mathcal{G}, \mathbb{R}) .
$$

Thus, we obtain a scalar product $\langle\cdot, \cdot\rangle_{\mathcal{G}, *}: H_{1}(\mathcal{G}, \mathbb{R})^{*} \times H_{1}(\mathcal{G}, \mathbb{R})^{*} \rightarrow \mathbb{R}$ on $H_{1}(\mathcal{G}, \mathbb{R})^{*}$ given by

$$
\langle x, y\rangle_{\mathcal{G}, *}:=\left\langle\Psi^{-1}(x), \Psi^{-1}(y)\right\rangle_{\mathcal{G}}, \quad x, y \in H_{1}(\mathcal{G}, \mathbb{R})^{*} .
$$

Consider the dual torus

$$
\mathrm{Jac}^{*}(\mathcal{G}):=H_{1}(\mathcal{G}, \mathbb{R})^{*} / H_{1}(\mathcal{G}, \mathbb{Z})^{*}
$$

We endow $\mathrm{Jac}^{*}(\mathcal{G})$ with the distance function $\mathrm{d}_{\mathcal{G}}^{*}: \mathrm{Jac}^{*}(\mathcal{G}) \times \mathrm{Jac}^{*}(\mathcal{G}) \rightarrow[0, \infty)$ induced from the scalar product $\langle\cdot, \cdot\rangle_{\mathcal{G}, *}$.
Theorem 10.9. The volume of the torus $\operatorname{Jac}\left(\mathcal{S}_{\varepsilon}\right)$ converges to

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{vol}\left(\operatorname{Jac}\left(\mathcal{S}_{\varepsilon}\right)\right)=\prod_{v \in V} \operatorname{vol}\left(\operatorname{Jac}\left(C_{v}\right)\right) .
$$

Moreover, as $\varepsilon \rightarrow 0$,

$$
\begin{array}{rll}
\left(\mathrm{Jac}\left(\mathcal{S}_{\varepsilon}\right), \frac{1}{\sqrt{|\log (\varepsilon)|}} d_{\mathcal{S}_{\varepsilon}}\right) & \xrightarrow{\mathrm{GH}} & \left(\operatorname{Jac}(\mathcal{G}), \mathrm{d}_{\mathcal{G}}\right) \\
\left(\mathbb{T}_{\varepsilon}^{2},\left.d_{\mathcal{S}_{\varepsilon}}\right|_{\mathbb{T}_{\varepsilon}^{2} \times \mathbb{T}_{\varepsilon}^{2}}\right) & \xrightarrow{\mathrm{GH}} & \left(\bigoplus_{v \in V} \operatorname{Jac}\left(C_{v}\right), \bigoplus_{v \in V} \mathrm{~d}_{C_{v}}\right) \\
\left(\mathbb{T}_{\varepsilon}^{3},\left.\sqrt{|\log (\varepsilon)|} d_{\mathcal{S}_{\varepsilon}}\right|_{\mathbb{T}_{\varepsilon}^{3} \times \mathbb{T}_{\varepsilon}^{3}}\right) & \xrightarrow{\mathrm{GH}} & \left(\operatorname{Jac}^{*}(\mathcal{G}), \mathrm{d}_{\mathcal{G}}^{*}\right)
\end{array}
$$

in the Gromov-Hausdorff sense. Here, we view $\mathbb{T}_{\varepsilon}^{j}$ as a closed subset of $\operatorname{Jac}\left(\mathcal{S}_{\varepsilon}\right)$, endowed with the restriction of $\mathrm{d}_{\mathcal{S}_{\varepsilon}}$ to $\mathbb{T}_{\varepsilon}^{j} \times \mathbb{T}_{\varepsilon}^{j}$.

The notation $\left(\oplus_{v \in V} \operatorname{Jac}\left(C_{v}\right), \oplus_{v \in V} \mathrm{~d}_{C_{v}}\right)$ here refers to the product metric.
Remark 10.10. Note that, as $\varepsilon \rightarrow 0$, the degeneration parameter $\sqrt{|\log (\varepsilon)|}$ tends to $+\infty$. In particular, the diameter of the Jacobians $\operatorname{Jac}\left(\mathcal{S}_{t}\right)$ goes to $+\infty$ under degeneration. On the other hand, the volume remains bounded. This is explained by the fact that the Jacobian becomes "infinitely long" in some directions, and at the same, "infinitely thin" in other ones.
10.2.4. Tame degenerations of polarization on Riemann surfaces. We informally describe here the proof of Theorem 10.9 given in [AN23]. Fix some $\varepsilon_{0}>0$ and consider the vector space $H=$ $H_{1}\left(\mathcal{S}_{\varepsilon_{0}}, \mathbb{R}\right)$. For every other $\varepsilon \in(0,1)$, we can define a natural diffeomorphism $f_{\varepsilon}: \mathcal{S}_{\varepsilon_{0}} \rightarrow \mathcal{S}_{\varepsilon}$ by mapping the circles $\mathbb{S}_{\varepsilon_{0}}^{e}$ to the circles $\mathbb{S}_{\varepsilon}^{e}$ and "stretching" the remaining parts of $\mathcal{S}_{\varepsilon_{0}}$. This induces an isomorphism between $H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$ and $H=H_{1}\left(\mathcal{S}_{\varepsilon_{0}}, \mathbb{R}\right)$. Thus the scalar products $\langle\cdot, \cdot\rangle_{\mathcal{S}_{\varepsilon}}$ on $H_{1}\left(\mathcal{S}_{\varepsilon}, \mathbb{R}\right)$ define a family of scalar products $\langle\cdot, \cdot\rangle_{\varepsilon}, \varepsilon \in(0,1)$, on $H$.

Consider the bilinear form $\langle\cdot, \cdot\rangle=\left(\langle\cdot, \cdot\rangle_{1},\langle\cdot, \cdot\rangle_{2},\langle\cdot, \cdot\rangle_{3}\right): H \times H \rightarrow \mathbb{R}^{3}$ defined as follows. The first component $\langle\cdot, \cdot\rangle_{1}$ is defined by

$$
\langle\gamma, \eta\rangle_{1}:=\left\langle\mathfrak{p}_{\mathcal{G}, \varepsilon_{0}}(\gamma), \mathfrak{p}_{\mathcal{G}, \varepsilon_{0}}(\eta)\right\rangle_{\mathcal{G}}, \quad \gamma, \eta \in H .
$$

Note that $\oplus_{v} H_{1}\left(C_{v}, \mathbb{R}\right)$ embeds into $H_{1}(S, \mathbb{R})$ and the image of $\mathrm{F}_{\varepsilon_{0}}^{2}$ under the projection map $\mathfrak{p}_{\mathrm{C}, \varepsilon_{0}}$ lies in this subspace (see (10.9)). Using the polarizations $\langle\cdot, \cdot\rangle_{C_{v}}$ of the Riemann surfaces $C_{v}, v \in V$, we define the second component $\langle\cdot, \cdot\rangle_{2}$ of the bilinear form $\langle\cdot, \cdot\rangle$ by

$$
\langle\gamma, \eta\rangle_{2}:= \begin{cases}\sum_{v \in V}\left\langle\mathfrak{p}_{\mathrm{c}, \varepsilon_{0}}(\gamma), \mathfrak{p}_{\mathrm{c}, \varepsilon_{0}}(\eta)\right\rangle_{C_{v}}, & \gamma, \eta \in \mathrm{~F}_{\varepsilon_{0}}^{2}, \\ 0, & \gamma \notin \mathrm{~F}_{\varepsilon_{0}}^{2} \text { or } \eta \notin \mathrm{F}_{\varepsilon_{0}}^{2} .\end{cases}
$$

In order to define the third component $\langle\cdot, \cdot\rangle_{2}$ of the bilinear form $\langle\cdot, \cdot\rangle$, we introduce the following projection map $\mathfrak{p}_{*, \varepsilon_{0}}: \mathrm{F}_{\varepsilon_{0}}^{3} \rightarrow H_{1}(\mathcal{G}, \mathbb{R})^{*}$. Given $\gamma \in \mathrm{F}_{\varepsilon_{0}}^{3}$, the linear functional $\mathfrak{p}_{*, \varepsilon_{0}}(\gamma) \in H_{1}(\mathcal{G}, \mathbb{R})^{*}$ is defined by

$$
\left(\mathfrak{p}_{*, \varepsilon_{0}}(\gamma)\right)\left(a_{\mathcal{G}}\right)=\left\langle\gamma, a_{\mathcal{G}, \varepsilon_{0}}\right\rangle_{\mathrm{int}}, \quad a_{\mathcal{G}} \in H_{1}(\mathcal{G}, \mathbb{R})
$$

where $\langle\cdot, \cdot\rangle_{\text {int }}$ is the intersection pairing on $H_{1}\left(\mathcal{S}_{\varepsilon_{0}}, \mathbb{R}\right)$. As above, for $a_{\mathcal{G}} \in H_{1}(\mathcal{G}, \mathbb{R})$ we have chosen a lift $a_{\mathcal{G}, \varepsilon_{0}}$, that is, an element $a_{\mathcal{G}, \varepsilon_{0}} \in H_{1}\left(\mathcal{S}_{\varepsilon_{0}}\right)$ satisfying $\mathfrak{p}_{\mathcal{G}, \varepsilon}\left(a_{\mathcal{G}, \varepsilon_{0}}\right)=a_{\mathcal{G}}$. Note that two different such lifts differ by an element of $\mathrm{F}_{\varepsilon_{0}}^{2}=\operatorname{ker}\left(\mathfrak{p}_{\mathcal{G}, \varepsilon_{0}}\right)$. Moreover, we have $\langle\gamma, \eta\rangle_{\text {int }}=0$ for all $\gamma \in \mathrm{F}_{\varepsilon_{0}}^{3}$ and $\eta \in \mathrm{F}_{\varepsilon_{0}}^{2}$ (consider (10.8) and (10.9), taking into account the locations of the cycles on $\mathcal{S}_{\varepsilon}$ shown in Figure 9$)$. This ensures that the projection map $\mathfrak{p}_{*, \varepsilon_{0}}: \mathrm{F}_{\varepsilon_{0}}^{3} \rightarrow H_{1}(\mathcal{G}, \mathbb{R})^{*}$ is indeed well-defined.

We define the third component $\langle\cdot, \cdot\rangle_{3}$ of $\langle\cdot, \cdot\rangle$ as

$$
\langle\gamma, \eta\rangle_{3}:= \begin{cases}\left\langle\mathfrak{p}_{*, \varepsilon_{0}}(\gamma), \mathfrak{p}_{*, \varepsilon_{0}}(\eta)\right\rangle_{\mathcal{G}, *}, & \gamma, \eta \in \mathrm{~F}_{\varepsilon_{0}}^{3}, \\ 0, & \gamma \notin \mathrm{~F}_{\varepsilon_{0}}^{3} \text { or } \eta \notin \mathrm{F}_{\varepsilon_{0}}^{3}\end{cases}
$$

The following result from [AN23] combined with Theorem 9.3 leads to Theorem 10.9.
Proposition 10.11. The bilinear form $\{\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{3}$ is an inner product on $H=$ $H_{1}\left(\mathcal{S}_{\varepsilon_{0}}, \mathbb{R}\right)$. Its filtration $\mathrm{F}^{\bullet}$ coincides with $\mathrm{F}_{\varepsilon_{0}}^{\bullet}$. Moreover, as $\varepsilon \rightarrow 0$, the scalar products $\langle\cdot, \cdot\rangle_{\varepsilon}$ degenerate $\omega$-tamely to $\langle\cdot, \cdot\rangle$ with parameters

$$
\underline{L}_{\varepsilon}=\left(|\log \varepsilon|^{1 / 2}, 1,|\log \varepsilon|^{-1 / 2}\right)
$$

Remark 10.12. The results in [AN23] go beyond Proposition 10.11 and Theorem 10.9 on several levels. On the one hand, we prove a more precise asymptotic for the degenerating scalar products $\langle\cdot, \cdot\rangle_{\varepsilon}$ that implies the $\omega$-tameness. These are based on our study of degenerations of solutions to Poisson equations in [AN22], and are more elaborate to formulate here.

On the other hand, [AN23] deals with families of Riemann surfaces which depend on several parameters. The above degeneration parameter $\varepsilon>0$ is replaced by possibly independent complex parameters $\varepsilon_{e}$, one for each edge $e \in E$. In this case, additional multi-scale effects occur, which are then handled by using the notion of tropical curves from Section 10.1.2. In this more general framework, the tori $\operatorname{Jac}(\mathcal{G})$ and $\operatorname{Jac}^{*}(\mathcal{G})$ in Theorem 10.9 are replaced by several tori $\operatorname{Jac}\left(\Gamma^{1}\right), \ldots, \operatorname{Jac}\left(\Gamma^{r}\right)$ and $\operatorname{Jac}^{*}\left(\Gamma^{1}\right), \ldots, \operatorname{Jac}^{*}\left(\Gamma^{r}\right)$ for the graded minors $\Gamma^{1}, \ldots, \Gamma^{r}$ of a tropical curve $\mathcal{C}$, each corresponding to a different scale. The study of multi-parameter degenerations of Riemann surfaces is linked to the geometric properties of $\mathscr{M}_{g}$, the moduli space of Riemann surfaces of genus $g$, and its Deligne-Mumford compactification $\overline{\mathscr{M}}_{g}$. In fact, the analysis of the analytic behavior of Riemann surfaces close to the boundary of the Deligne-Mumford compactification requires to consider degenerations depending on $3 g-3$ complex parameters (corresponding to the complex dimension of $\mathscr{M}_{g}$ ).

The behavior of Jacobians of degenerating Riemann surfaces can be treated more naturally in the framework of hybrid Riemann surfaces. This framework has been established in [AN20, AN22] and allows to explain conceptually several asymptotic properties of degenerating Riemann surfaces. In order to keep the exposition streamlined, we do not develop the hybrid point of view here and refer to our forthcoming work [AN23] for more details.

## 11. FURTHER DISCUSSIONS AND OPEN PROBLEMS

11.1. Higher rank Hermitian inner products. We briefly discuss how to adapt the setup of the paper to Hermitian inner products. Let $H$ be a complex vector space of finite dimension and let $r$ be a positive integer. Consider a function $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{C}^{r}$ with coordinates $\langle\cdot, \cdot\rangle_{j}, j \in[r]$. We assume that $\langle\cdot, \cdot\rangle$ is Hermitian, that is,

$$
\langle x, y\rangle=\overline{\langle y, x\rangle} \quad \forall x, y \in H .
$$



Figure 11. A polydisk in $H=\mathbb{R}^{2}$ endowed with inner product from Example 2.1. It is the union of three sets, in blue $\left\{x \in H \mid \mathfrak{q}_{1}(x) \in\left(0, \rho_{1}\right)\right\}$, in red $\left\{x \in \mathrm{~F}^{2} \mid \mathfrak{q}_{2}(x) \in\left(0, \rho_{2}\right)\right\}$, and the center of the polydisk in azure.

Moreover, we assume that $\{\cdot, \cdot\rangle$ is sesquilinear, that is, it is linear in the first factor. It follows then that $\langle\cdot, \cdot\rangle$ is antilinear in the second factor.

Note that it follows from the conjugate-symmetric property that for any $x \in H,\langle x, x\rangle$ belongs to $\mathbb{R}^{r}$, so that it makes sense to talk about positivity by saying that $\langle x, x\rangle>0$ for $x \neq 0$.

The form $\langle\cdot, \cdot\rangle$ defines a non-increasing filtration

$$
\mathrm{F}^{\bullet}: \quad \mathrm{F}^{1}:=H \supseteq \mathrm{~F}^{2} \supseteq \mathrm{~F}^{3} \supseteq \cdots \supseteq \mathrm{~F}^{r} \supseteq \mathrm{~F}^{r+1}:=(0)
$$

on $H$ by setting

$$
\mathrm{F}^{j}:=\left\{x \in H \mid\langle x, y\rangle_{i}=0 \text { for all } i<j \text { and all } y \in H\right\}, \quad j \in[r] .
$$

We say that $\langle\cdot, \cdot\rangle$ is a (higher rank) inner product if for each $j \in[r]$, the induced form $\langle\cdot, \cdot\rangle_{j}$ on $\mathrm{F}^{j} / \mathrm{F}^{j+1}$ is a Hermitian inner product. It is easy to see that this is equivalent to requiring $\langle\gamma, \gamma\rangle_{j}>0$ for all $\gamma \in \mathrm{F}^{j} \backslash \mathrm{~F}^{j+1}$.

All the results of this paper can be extended to this setting.
11.2. Topological characterization of admissible discrete sets. Let $H$ be a real vector space of finite dimension endowed with an inner product $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$. Denote by $\mathfrak{q}: H \rightarrow \mathbb{R}^{r}$ the corresponding quadratic form, $\mathfrak{q}(x)=\langle x, x\rangle$ for all $x \in H$.

For $r$ positive reals $\rho_{1}, \ldots, \rho_{r}>0$, we define the polydisk $B_{\rho}=B_{\rho_{1}, \ldots, \rho_{r}}(0)$ with center $z=0$ and radius $\rho=\left(\rho_{1}, \ldots, \rho_{r}\right) \in \mathbb{R}_{+}^{r}$ by

$$
\begin{aligned}
B_{\rho}(0):= & \left\{x \in H \mid 0<\mathfrak{q}_{1}(x)<\rho_{1}\right\} \sqcup\left\{x \in \mathrm{~F}^{2} \mid 0<\mathfrak{q}_{2}(x)<\rho_{2}\right\} \sqcup \ldots \\
& \sqcup\left\{x \in \mathrm{~F}^{r} \mid 0<\mathfrak{q}_{r}(x)<\rho_{r}\right\} \sqcup\{0\} .
\end{aligned}
$$

More generally, we define the polydisk with center $z \in H$ and radius $\rho \in \mathbb{R}_{+}^{r}$ by

$$
B_{\rho}(z):=B_{\rho}(0)+z
$$

Figure 11 depicts a polydisk in $\mathbb{R}^{2}$ endowed with the Euclidean inner product of rank two from Example 2.1.

Theorem 11.1. The polydisks $B_{\rho}(z), \rho \in \mathbb{R}_{+}^{r}$ and $z \in H$, form the base of a topology on $H$.

Proof. We decompose $H$ as the direct sum $H=H_{1} \oplus \cdots \oplus H_{r}$ according to the almost orthogonal decomposition. More generally, for any such decomposition into a direct sum, we define a topology whose base of open sets are given by translations of the sets of the form

$$
B=\left(B_{1}^{\times} \oplus H_{2} \oplus \cdots \oplus H_{r}\right) \bigsqcup\left(B_{2}^{\times} \oplus H_{3} \oplus \cdots \oplus H_{r}\right) \bigsqcup \cdots \bigsqcup B_{r}^{\times} \bigsqcup\{0\}
$$

where $B_{1}, \ldots, B_{r}$ are open sets around the origin in $H_{1}, \ldots, H_{r}$ and $B_{j}^{\times}$denotes the punctured open set $B_{j} \backslash\{0\}$. Obviously, these sets and their translations $z+B, z \in H$, cover $H$. One verifies directly that for any point $x \in B$, for $B$ as above, there exists a set $B^{\prime}$ as above such that $x+B^{\prime}$ is contained in $B$. This shows that the sets $z+B, B$ as above and $z \in H$, form the base of a unique topology on $H$. The claim follows.

Note that this topology is a hybrid of the (pullback of the) order topology on $\mathbb{R}^{r}$ (induced by the lexicographic order $\leq_{\text {lex }}$ ), and the Euclidean topologies of the graded pieces $\operatorname{gr}^{j} H$, $j=1, \ldots, r$. It does not have the Hausdorff property. Moreover, it is coarser than the Euclidean topology on $H$, since the identity map $H \rightarrow H$ from $H$ with Euclidean topology to $H$ with the new topology is continuous. It follows that $H$ has fewer discrete sets in this topology than discrete sets in Euclidean topology. We have the following theorem.

Theorem 11.2 (Topological characterization of admissible discrete sets). Let $(H,\{\cdot, \cdot\rangle)$ be an inner product space and $S \subset H$. Then, the following statements are equivalent...

- $S \subset H$ is an admissible discrete set.
- $S$ is discrete for the above defined topology.

We omit the proof of Theorem 11.2. Note that one obtains an alternative proof of Proposition 3.6 by combining Theorem 11.2 with the above remarks.
11.3. Compact Hausdorff convergence. The aim of this section is to provide an alternative description of the compact Hausdorff convergence from Section 7.

Let $H$ be a real finite-dimensional vector space equipped with a norm $|\cdot|: H \rightarrow[0, \infty)$. As in Section 7 , we denote the distance between a point $a \in H$ and a non-empty subset $X \subset H$ by d $(a, X)=\inf _{x \in X}|a-x|$. The ball of radius $r>0$ with center $x \in H$ is denoted by $B_{r}(x)$. The Hausdorff distance $d_{\mathrm{H}}(X, Y)$ between two non-empty subsets $X, Y \subset H$ is given by

$$
d_{\mathrm{H}}(X, Y)=\max \left\{\sup _{x \in X} \mathrm{~d}(x, Y), \sup _{y \in Y} \mathrm{~d}(y, X)\right\}
$$

Moreover, we set $d_{\mathrm{H}}(X, \varnothing):=d_{\mathrm{H}}(\varnothing, X)=+\infty$ for non-empty $X \subset H$ and $d_{\mathrm{H}}(\varnothing, \varnothing):=0$. A sequence $\left(Z_{t}\right)_{t \in \mathbb{R}_{+}}$of non-empty subsets $Z_{t} \subset H$ is said to compactly converge in the Hausdorff distance to a non-empty set $Z \subset H$ if the distance functions $\mathrm{d}\left(y, Z_{t}\right), t \in \mathbb{R}_{+}$, converge to the distance function $\mathrm{d}(y, Z)$ uniformly on compact subsets of $H$ for $t \rightarrow \infty$.

We prove the following theorem.
Theorem 11.3. Let $Z$ and $Z_{t}, t \in \mathbb{R}_{+}$, be subsets of $H$. Then, the following are equivalent.
(1) $\left(Z_{t}\right)_{t \in \mathbb{R}_{+}}$compactly converges to $Z$ in the Hausdorff metric.
(2) There exists an open covering $H=\bigcup_{k \in \mathbb{N}} B_{k}$ by bounded open sets $B_{k} \subset H$ such that $d_{\mathrm{H}}\left(Z_{t} \cap B_{k}, Z \cap B_{k}\right) \rightarrow 0$ as $t \rightarrow \infty$ for every $k \in \mathbb{N}$.

Proof. We only prove that (1) implies (2). The proof of the other direction is more direct and we omit it.

If $Z_{t}$ converges compactly to $Z$, then for any bounded open set $U$ and any $\varepsilon>0$, there exists a positive $N=N(U, \varepsilon)$ such that

$$
\begin{equation*}
\forall t \geqslant N \quad \sup _{z \in U \cap Z} \mathrm{~d}\left(z, Z_{t}\right), \sup _{z \in U \cap Z_{t}} \mathrm{~d}(z, Z)<\varepsilon . \tag{11.1}
\end{equation*}
$$

Let $x \in H$ be a point. We show that there exists an open bounded set $B$ containing $x$ such that $d_{\mathrm{H}}\left(Z_{t} \cap B, Z \cap B\right) \rightarrow 0$ as $t \rightarrow \infty$. This will prove the result.

We fix a sequence $\varepsilon_{1}, \varepsilon_{2}, \ldots$ of positive reals such that $\sum_{j=1}^{\infty} \varepsilon_{j}<\infty$.
Let $U_{1}$ be an open ball around $x$ such that $U_{1} \cap Z$ is non-empty. From the statement (1) in the theorem, we deduce that for all large $t, U_{1} \cap Z_{t}$ is non-empty. Let $N_{1}$ be the positive number given in Equation (11.1) for the open set $U=U_{1}$ and $\varepsilon=\varepsilon_{1}$.

Proceeding by induction, we construct an increasing sequence of open sets $U_{1} \subset U_{2} \subset \ldots$. as follows. Having constructed $U_{k}, k \in \mathbb{N}$, we set $N_{k}>N_{k-1}$ to be a positive number which verifies (11.1) for the set $U=U_{k}$ and $\varepsilon=\varepsilon_{k}$. We define then $U_{k+1}$ by

$$
U_{k+1}:=U_{k} \cup \bigcup_{z \in Z \cap U_{k}} B_{\varepsilon_{k}}(z) \cup \bigcup_{t \geqslant N_{k}} \bigcup_{z \in Z_{t} \cap U_{k}} B_{\epsilon_{k}}(z) .
$$

Let $B=\bigcup_{k \in \mathbb{N}} U_{k}$. By construction, $B$ is a bounded, open subset of $H$. We show that

$$
\begin{equation*}
d_{\mathrm{H}}\left(Z_{t} \cap B, Z \cap B\right) \rightarrow 0, \text { as } t \rightarrow \infty, \tag{11.2}
\end{equation*}
$$

which finishes the proof. We need the following result.
Claim 11.4. Let $l>k$ be a pair of positive integers. Assume that $y \in Z \cap U_{l}$ or $y \in Z_{t} \cap U_{l}$ for some $t \geqslant N_{k}$. Then, there exists $z \in U_{l-1}$ such that $\mathrm{d}(y, z) \leqslant \varepsilon_{l-1}$ and either, $z \in Z \cap U_{l-1}$, or, $z \in Z_{s} \cap U_{l-1}$ for some $s \geqslant N_{k}$.

Proof. Suppose first that $y \in Z \cap U_{l}$. By the definition of $U_{l}$, we have either $y \in U_{l-1}$, or $y \in B_{\epsilon_{l-1}}(z)$ for $z \in Z \cap U_{l-1}$ or $z \in B_{\epsilon_{l-1}}(z)$ for $z \in Z_{s} \cap U_{l-1}$ for some $s \geqslant N_{l-1} \geqslant N_{k}$, from which the result follows.

Suppose now that $y \in Z_{t} \cap U_{l}$. Again, we have either, $y \in U_{l-1}$, or $y \in B_{\epsilon_{l-1}}(z)$ for $z \in Z \cap U_{l-1}$, or $z \in B_{\epsilon_{l-1}}(z)$ for $z \in Z_{s} \cap U_{l-1}$ for $s \geqslant N_{l-1} \geqslant N_{k}$. In the first case, we set $s=t$. In all cases, we have the result.

We now prove (11.2). We need to show that for any $\varepsilon>0$, there exists $T$ such that for all $t \geqslant T$, we have

$$
\sup _{y \in Z \cap B} \mathrm{~d}\left(y, Z_{t} \cap B\right), \sup _{y \in Z_{t} \cap B}(y, Z \cap B) \leqslant \varepsilon .
$$

We choose $k$ large enough such that $3 \sum_{j \geqslant k} \varepsilon_{j}<\varepsilon$.
Let first $y$ be a point in $Z \cap B$. There exists an integer $l \geqslant k+1$ such that $y \in Z \cap U_{l}$. Applying Claim $11.4(l-k)$ times, we infer the existence of a point $z$ either in $Z \cap U_{k}$ or in $Z_{s} \cap U_{k}$, for some $s \geqslant N_{k}$, such that $\mathrm{d}(y, z) \leqslant \varepsilon_{k}+\cdots+\varepsilon_{l-1}$. In the second case, by the choice of $N_{k}$, there exists a point $z^{\prime}$ in $Z \cap B_{\varepsilon_{k}}(z)$. We infer that in either case, there exists a point $w \in Z \cap U_{k+1}$ such that $\mathrm{d}(y, w) \leqslant 2 \sum_{j \geqslant k} \varepsilon_{j}$.

Since $B_{\varepsilon_{k+1}}(w)$ contains a point of $Z_{t} \cap U_{k+1}$ for any $t \geqslant N_{k+1}$, we conclude setting $T:=N_{k+1}$ that $\mathrm{d}\left(y, Z_{t} \cap B\right) \leqslant 3 \sum_{j \geqslant k} \varepsilon_{j} \leqslant \varepsilon$ for any $t \geqslant T$, as required.

We prove that for $t \geqslant T=N_{k+1}$ the inequality $\sup _{y \in Z_{t} \cap B}(y, Z \cap B) \leqslant \varepsilon$ holds as well. Let $y$ be a point in $Z_{t} \cap B$ for some $t \geqslant T$. There exists an integer $l \geqslant k+1$ such that $y \in Z_{t} \cap U_{l}$. Applying again Claim (11.4) $(l-k-1)$ times, we infer the existence of a point $z$ either in $Z \cap U_{k+1}$ or in $Z_{s} \cap U_{k+1}$, for some $s \geqslant N_{k+1}$, such that $\mathrm{d}(y, z) \leqslant \varepsilon_{k+1}+\cdots+\varepsilon_{l-1}$. In the second case, by the choice of $N_{k}$, the ball $B_{\varepsilon_{k+1}}(z)$ contains a point $w$ of $Z$. Moreover, by construction, $w$ belongs to $Z \cap U_{k+2} \subset Z \cap B$. This means that in either case, we have $\mathrm{d}(y, Z \cap B) \leqslant 2 \sum_{j \geqslant k+1} \varepsilon_{j} \leqslant \varepsilon$, as required.
11.4. An example of a metric collapse. In Section 9, we obtained results on the metric degeneration of tori associated to tamely degenerating families of scalar products. In this section, we present an example of a degenerating family of scalar products which looks quite similar to a tame degeneration, but where Theorem 9.3 fails.

Let $H=\mathbb{R}^{2}$ and consider the standard lattice $\mathbb{L}=\mathbb{Z}^{2}$ in $H$. We denote elements $x \in H$ by $x=\left(x_{1}, x_{2}\right)$. For $t \in \mathbb{R}_{+}$, consider the scalar bilinear form

$$
\langle x, y\rangle_{t}=x_{1} y_{1}+b_{t}\left(x_{1} y_{2}+x_{2} y_{1}\right)+t^{-1} x_{2} y_{2}, \quad x, y \in H
$$

where $b_{t}$ is a real parameter with $0<b_{t}<t^{-1 / 2}$ such that $\lim _{t \rightarrow \infty} t \cdot b_{t}^{2}=1$. The Gram matrix of $\langle\cdot, \cdot\rangle_{t}$ with respect to the standard basis $e_{1}, e_{2} \in \mathbb{Z}^{2}$ is given by

$$
M_{t}=\left(\begin{array}{cc}
1 & b_{t} \\
b_{t} & t^{-1}
\end{array}\right)
$$

and has strictly positive determinant. It follows that $\langle\cdot, \cdot\rangle_{t}$ is a scalar product on $H$.
The scalar products $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, can be realized as a pullback family as follows. Consider the bilinear form

$$
\begin{aligned}
\langle\cdot, \cdot\rangle & : H \times H \rightarrow \mathbb{R}^{3} \\
\langle x, y\rangle & :=\left(x_{1} y_{1}, x_{1} y_{2}+x_{2} y_{1}, x_{2} y_{2}\right), \quad x, y \in H
\end{aligned}
$$

The scalar product $\langle\cdot, \cdot\rangle_{t}$ coincides with the pullback $\langle\cdot, \cdot\rangle_{\underline{L}_{t}}$ for the vector

$$
\underline{L}_{t}=\left(L_{t, 1}, L_{t, 2}, L_{t, 3}\right)=\left(1, b_{t}, t^{-1}\right) .
$$

We also have that $L_{t, 1} / L_{t, 2} \rightarrow \infty$ and $L_{t, 2} / L_{t, 3} \rightarrow \infty$ for $t \rightarrow \infty$.
The bilinear form $\langle\cdot, \cdot\rangle$ is easily seen to be positive, that is, $\langle x, x\rangle>_{\text {lex }} 0$ for $x \in H \backslash\{0\}$. Indeed, for a non-zero element $x \in H$, if $x_{1} \neq 0$, then we have $\langle x, x\rangle_{1}>0$, and if $x_{1}=0$, then $\langle x, x\rangle_{1}=\langle x, x\rangle_{2}=0$ and $\langle x, x\rangle_{3}>0$.

The filtration $\mathrm{F}^{\bullet}$ on $H$ induced by $\langle\cdot, \cdot\rangle$ is given by

$$
\mathrm{F}^{1}=H \supset \mathrm{~F}^{2}=\{0\} \times \mathbb{R} \supset \mathrm{F}^{3}=(0)
$$

The restriction of $\langle\cdot, \cdot\rangle_{1}$ to the graded piece $\operatorname{gr}^{1} H$ is the bilinear form $\langle x, y\rangle_{1}=x_{1} y_{1}$ which is definite. However, the restriction of $\langle\cdot, \cdot\rangle_{1}$ to $\operatorname{gr}^{2} H=\{0\} \times \mathbb{R}$ is zero. It follows that $\langle\cdot, \cdot\rangle$ is not an inner product.

We equip the torus $\mathbb{T}=\mathbb{R}^{2} / \mathbb{Z}^{2}$ with the metric $\mathrm{d}_{t}: \mathbb{T} \times \mathbb{T} \rightarrow[0,+\infty)$ induced by the inner product $\langle\cdot, \cdot\rangle_{t}$ on $H$. Comparing with Theorem 9.3 and taking into account the shape of the Gram matrix $M_{t}$, one might expect that $\left(\mathbb{T}, d_{t}\right)$ converges to the torus $\mathbb{R} / \mathbb{Z}$ with its standard metric when $t$ tends to infinity. However, it turns out that this drastically fails. In fact, the torus shrinks to a single point in the limit. Thus, although the products $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, resemble the pullback family of an inner product, the flat tori show a very different behavior.

Proposition 11.5. As $t$ tends to infinity, the flat tori $\left(\mathbb{T}, \mathrm{d}_{t}\right), t \in \mathbb{R}_{+}$, converge in the Gromov-Hausdorff sense to the metric space $X=\{\bullet\}$ consisting only of one point.

Proof. Fix a bounded subset $B \subset H$ such that $B$ covers the torus $\mathbb{T}$ via the projection map $H \rightarrow \mathbb{T}$. It suffices to prove that, as $t$ tends to infinity, the function $f_{t}(x)=\min _{\gamma \in \mathbb{L}}\|x-\gamma\|_{t}$ goes to zero uniformly on $B$. Clearly, this implies that $\lim _{t \rightarrow \infty} \mathrm{~d}_{t}(x, 0)=0$ uniformly for $x \in \mathbb{T}$ and thus $\left(\mathbb{T}, \mathrm{d}_{t}\right)$ shrinks to a point in the limit $t \rightarrow \infty$.

Given $x=\left(x_{1}, x_{2}\right)$ in $B$, consider the lattice point $\gamma(x)=\left(0,\left\lceil\frac{x_{1}}{b_{t}}\right\rceil\right)$. Then,

$$
\begin{aligned}
f_{t}(x)^{2} & \leqslant\|x-\gamma(x)\|_{t}^{2}=x_{1}^{2}+t^{-1} \gamma_{2}^{2}-2 b_{t} x_{1} \gamma_{2}+2 b_{t} x_{1} x_{2}+t^{-1}\left(x_{2}^{2}-2 x_{2} \gamma_{2}\right) \\
& =x_{1}^{2}+t^{-1} \gamma_{2}^{2}-2 b_{t} x_{1} \gamma_{2}+R_{t}(x)
\end{aligned}
$$

where the remainder term $R_{t}(x)$ tends to zero uniformly for $x \in B$ when $t$ tends to infinity. Using the explicit estimate $\left(\left|x_{1}\right| / b_{t}\right)-1 \leqslant\left|\gamma_{2}\right| \leqslant\left(\left|x_{1}\right| / b_{t}\right)+1$, we arrive at

$$
f_{t}(x) \leqslant x_{1}^{2}\left(\frac{1}{t b_{t}^{2}}-1\right)+\frac{2\left|x_{1}\right|}{t b_{t}}+\frac{1}{t}+2 b_{t}\left|x_{1}\right|+R_{t}(x)
$$

Since $b_{t} \rightarrow 0$ and $t b_{t}^{2} \rightarrow 1$ for $t \rightarrow \infty$, it follows that $f_{t}(x) \rightarrow 0$ uniformly for $x \in B$.


Figure 12. An illustration of the collapse of the flat tori $\left(\mathbb{T}, \mathrm{d}_{t}\right), t \in \mathbb{R}_{+}$, in Proposition 11.5. The blue points are all the predecessors in the universal cover $H$ of the point $[x]$ in the torus. The red line gives the shortest path joining the origin to the point $[x]$. As $t$ tends to infinity, the red path becomes more and more winding and its lengths tends to zero. Thus, the distance between the origin and $[x]$ goes to zero and the flat torus collapses to the origin. On the other hand, the length of the violet path remains bounded from below.

In the above example, the flat tori $\left(\mathbb{T}, \mathrm{d}_{t}\right)$ undergo a collapse in the limit $t \rightarrow \infty$. Note that dimension drops appear naturally in the framework of Gromov-Hausdorff convergence of Riemannian manifolds, see e.g. Fukaya's survey paper [Fuk90], and the works [Gro78, Ruh82, CG86, Fuk87, CG90, GTZ13]. From this perspective, $\omega$-tamely degenerating scalar products provide a situation, where the dimension drop happens in a controlled way. Namely, by Theorem 9.3, after suitable renormalization, the dimension reduces from $\operatorname{dim}(H)$ to $\operatorname{dim}\left(\operatorname{gr}^{1} H\right)$. On the other hand, in the above example, one might naively expect a dimension drop of one, whereas actually the dimension decreases by two.

It would be interesting to understand this phenomenon in a systematic way. We are therefore led to the following question, which, to the best of our knowledge, does not seem to have been studied in the literature.

Question 11.6. Consider a real torus $\mathbb{T}=H / \mathbb{L}$ of dimension n, defined by a finite dimensional real vector space $H$ and a lattice $\mathbb{L} \subset H$ of full rank. For $t \in \mathbb{R}_{+}$, let $\langle\cdot, \cdot\rangle_{t}$ be a scalar product on $H$ and $\mathrm{d}_{t}: \mathbb{T} \times \mathbb{T} \rightarrow[0, \infty)$ the associated distance function on the torus $\mathbb{T}$.

Consider the sequence of flat tori $\left(\mathbb{T}, \mathrm{d}_{t}\right), t \in \mathbb{R}_{+}$and suppose that $\left(\mathbb{T}, \mathrm{d}_{t}\right)$ converges in the Gromov-Hausdorff sense to a torus $X$ of dimension $m \leqslant n$. How can the dimension drop $d=n-m$ be described in terms of the scalar products $\langle\cdot, \cdot\rangle_{t}$ ?
11.5. Voronoi cells of metric graphs and tropical curves. In this section, we discuss the structure of the Voronoi cells from Section 10.1. We fix a finite connected essential graph $G=(V, E)$.
11.5.1. Voronoi cell of a metric graph. Let $l: E \rightarrow(0,+\infty)$ be an edge length function and denote by $\mathcal{G}$ the metric graph associated to the pair $(G, l)$. Consider $H=H_{1}(\mathcal{G}, \mathbb{R})$ endowed with the polarization $\langle\cdot, \cdot\rangle_{l}: H \times H \rightarrow \mathbb{R}$. Let $\mathbb{L}=H_{1}(\mathcal{G}, \mathbb{Z})$ be the lattice of integer points in $H$. The Voronoi cell $W_{l}=\operatorname{Vor}_{\mathbb{L},\langle\cdot, \cdot\rangle_{l}}(0)$ associated to $\mathbb{L}$ and $\langle\cdot, \cdot\rangle_{l}$ has the following explicit description.

A circuit in $\mathcal{G}$ is an element $\gamma \in \mathbb{L}$ which verifies $\gamma(e)= \pm 1$ for any edge $e \in \mathbb{E}$. Equivalently, a circuit of $\mathcal{G}$ is obtained by taking a cycle in $G$ and orienting it in one of the two possible ways to obtain an oriented cycle. Let $\mathbb{S}$ be the set of circuits of $\mathcal{G}$. Note also that $\mathbb{S}$ is a finite subset of $\mathbb{L}$.

Theorem 11.7. The Voronoi cell $W_{l}$ is the set of all points $x \in H$ which verify the inequalities

$$
2\langle x, \gamma\rangle_{l} \leqslant\langle\gamma, \gamma\rangle_{l} \quad \text { for any circuit } \gamma \in \mathbb{S}
$$

The proof of this theorem is based on the fact that the circuits of the graph $G$ form a positive set of generators for the lattice $\mathbb{L}$, see Section 11.5.2 below. Using this theorem, it is possible to deduce the following description of the face structure of $W_{l}$.

Recall that a spanning subgraph $R$ of $G$ is a subgraph which has the same vertex set $V$ and an edge set $F \subset E$. We say that $R$ is bridgeless if there is no edge in $F$ whose removal from $R$ increases the number of connected components of $R$. A strongly connected orientation of a bridgeless subgraph $R$ is an orientation such that each pair of vertices $u$ and $v$ in the same connected component of $R$ can be connected by oriented paths, one from $u$ to $v$ and another from $v$ to $u$.

Theorem 11.8. There is a bijection between the faces of $W_{l}$ and strongly connected orientations of bridgeless spanning subgraphs of $G$. Under this bijection, a face $\tau$ is included in a face $\sigma$ in $W_{l}$ if and only if the subgraph $R_{\sigma}$ corresponding to $\sigma$ is included in the subgraph $R_{\tau}$ corresponding to $\tau$, and the orientation on $R_{\sigma}$ coincides with the one induced from the orientation on $R_{\tau}$.
Proof. See [Ami10] for a proof. Alternatively, one can proceed by showing first that the normal fan of the Voronoi cell $W_{l}$ corresponds to the arrangement of hyperplanes in $H=H_{1}(\mathcal{G}, \mathbb{R}) \subset$ $\mathbb{R}^{E}$ induced by the coordinate hyperplanes in $\mathbb{R}^{E}$, and then use the results of [GZ83, Section 8] to deduce the bijection.
11.5.2. Tropical Voronoi cell. Consider a tropical curve $\mathcal{C}$ associated to a weighted layered $\operatorname{graph}(G, \pi, \ell)$, as in Section 10.1.2. Let $\{\cdot, \cdot\rangle: H_{1}(\mathcal{C}, \mathbb{R}) \times H_{1}(\mathcal{C}, \mathbb{R}) \rightarrow \mathbb{R}^{r}$ be the corresponding polarization, and denote by $\operatorname{Vor}_{\mathcal{C}}(0) \subset H_{1}(\mathcal{C}, \mathbb{R})$ the Voronoi cell with respect to the lattice $\mathbb{L}=H_{1}(\mathcal{C}, \mathbb{Z})$. We have the following description.

Theorem 11.9. The Voronoi cell $\operatorname{Vor}_{\mathcal{C}}(0)$ is the set of all points $x \in H_{1}(\mathcal{C}, \mathbb{R})$ which verify the inequalities

$$
2\langle x, \gamma\rangle \leq\langle\gamma, \gamma\rangle \quad \text { for any circuit } \gamma \in \mathbb{S} .
$$

The proof of this theorem is based on the following definition.
Definition 11.10 (Positively generating set). Let $(H,\langle\cdot, \cdot\rangle)$ be an inner product space and $\mathbb{L} \subset H$ an admissible lattice. A subset $\mathbb{S} \subset \mathbb{L}$ is said to positively generate $\mathbb{L}$ if it verifies the following property: Each element $\eta \in \mathbb{L}$ can be written as a positive linear combination $\sum_{\gamma \in A} a_{\gamma} \gamma$ for a subset $A \subset \mathbb{S}$ and positive integer coefficients $a_{\gamma}$ such that moreover, $\left\langle\gamma, \gamma^{\prime}\right\rangle \geq$ 0 for any pair $\gamma, \gamma^{\prime} \in A$.

Lemma 11.11. Let $(H,\langle\cdot, \cdot\rangle)$ be an inner product space and $\mathbb{L} \subset H$ an admissible lattice. Suppose that $\mathbb{S}$ positively generates $\mathbb{L}$. Then, the Voronoi cell of the origin $\operatorname{Vor}_{\mathbb{L}}(0)$ is given by

$$
\operatorname{Vor}_{\mathbb{L}}(0)=\{x \in H \mid 2\langle x, \gamma\rangle \leqslant\langle\gamma, \gamma\rangle \text { for any } \gamma \in \mathbb{S}\} .
$$

Proof. It suffices to show that the above inequalities imply all the inequalities

$$
2\langle x, \eta\rangle \leqslant\langle\eta, \eta\rangle, \quad \eta \in \mathbb{L} .
$$

We write $\eta=\sum_{\gamma \in A} a_{\gamma} \gamma$ with $A \subset \mathbb{S}, a_{\gamma}>0$ positive integer, and $\left\langle\gamma, \gamma^{\prime}\right\rangle \geq 0$ for any pair $\gamma, \gamma^{\prime} \in A$. Then,

$$
\begin{aligned}
2\langle x, \eta\rangle & =2 \sum_{\gamma \in A} a_{\gamma}\langle x, \gamma\rangle \leq \sum_{\gamma \in A} a_{\gamma}\langle\gamma, \gamma\rangle \\
& \leq \sum_{\gamma \in A} a_{\gamma}^{2}\langle\gamma, \gamma\rangle \leq\left\langle\sum_{\gamma \in A} a_{\gamma} \gamma, \sum_{\gamma \in A} a_{\gamma} \gamma\right\rangle=\langle\gamma, \gamma\rangle .
\end{aligned}
$$

In the last inequality, we used that $a_{\gamma}>0$ and $\left\langle\gamma, \gamma^{\prime}\right\rangle \geq 0$ for any $\gamma, \gamma^{\prime} \in A$.
Lemma 11.12. Let $\mathcal{C}$ be a tropical curve, $H=H_{1}(\mathcal{C}, \mathbb{R})$ and $\mathbb{L}=H_{1}(\mathcal{C}, \mathbb{Z})$. Let $\langle\cdot, \cdot\rangle$ be the polarization in $\mathcal{C}$. Then, the set of circuits $\mathbb{S} \subset \mathbb{L}$ positively generates $\mathbb{L}$.
Proof. This is a well-known property for graphs, see e.g. [GZ83, Lemma 8.3]. For $\eta \in \mathbb{L} \backslash\{0\}$, define $\operatorname{supp}(\eta)^{ \pm}$as the set of oriented edges $e \in \mathbb{E}$ such that $\pm \eta(e)>0$. The oriented graph $\left(V, \operatorname{supp}(\eta)^{+}\right)$has an oriented cycle $\gamma_{1}$. Let $\eta_{1}=\eta-\gamma_{1}$. We have $\operatorname{supp}\left(\eta_{1}\right)^{+} \subset \operatorname{supp}(\eta)^{+}$. If $\eta_{1} \neq 0$, then we find an oriented cycle $\gamma_{2}$ in the oriented graph $\left(V, \operatorname{supp}\left(\eta_{1}\right)^{+}\right)$. Proceeding this way, we find a decomposition $\eta=\gamma_{1}+\cdots+\gamma_{k}$ such that $\operatorname{supp}\left(\gamma_{j}\right)^{+} \subseteq \operatorname{supp}(\eta)^{+}$and $\operatorname{supp}\left(\gamma_{j}\right)^{-} \subseteq \operatorname{supp}(\eta)^{-}$. The definition of polarization implies that $\left\langle\gamma_{i}, \gamma_{j}\right\rangle \geq 0$. This implies that $\mathbb{S}$ is a positive generating set.

Proof of Theorems 11.7 and 11.9. Follows by combining Lemma 11.11 and Lemma 11.12.
We have the following higher rank analog of Theorem 11.8.
Theorem 11.13 (Face structure of the closure of the tropical Voronoi cell). There is a bijection between the faces of $\overline{\operatorname{Vor}}_{\mathcal{C}}(0)$ and tuples $\underline{D}=\left(D_{1}, D_{2}, \ldots, D_{r}, D_{\mathfrak{f}}\right)$ consisting for each $j=1, \ldots, r, \mathfrak{f}$ of a strongly connected orientation $D_{j}$ of a bridgeless spanning subgraph $R_{j}$ of the graded minor $\operatorname{gr}^{j}(G)$.

Let $R_{\sigma}$ be the spanning subgraph of $G$ obtained by taking the union of the edges appearing in $R_{j} s$ oriented according to $D_{j} s$. Under the above bijection, a face $\tau$ is included in a face $\sigma$ in $\overline{\operatorname{Vor}}_{\mathcal{C}}(0)$ if and only if the subgraph $R_{\sigma}$ corresponding to $\sigma$ is included in the subgraph $R_{\tau}$ associated to $\tau$, and the orientation on $R_{\sigma}$ coincides with the one induced from the orientation on $R_{\tau}$.

It would be interesting to obtain a description of the boundary points of the Voronoi cell $\operatorname{Vor}_{\mathcal{C}}(0)$. In addition, it would be nice to understand which parts of the Voronoi cells $\operatorname{Vor}_{\mathcal{G}_{t}}(0)$ converge to a given face of $\overline{\operatorname{Vor}}_{\mathcal{C}}(0)$, when a family of metric graphs $\left(\mathcal{G}_{t}\right)_{t \in \mathbb{R}_{+}}$converges to $\mathcal{C}$.
11.5.3. Positive generation property for admissible lattices. Let $\mathbb{L} \subset H$ be an admissible lattice in an inner product space $(H,\{\cdot, \cdot\rangle)$.

Question 11.14. Does $\mathbb{L}$ have a finite, positively generating set $\mathbb{S}$ in the sense of Definition 11.10?

If the rank of the inner product is one, it is possible to show that this is the case. To see this, without loss of generality, we can assume that the vector space generated by $\mathbb{L}$ is $H$. We then take a complete fan $\Sigma$ in $H$ which we suppose to be rational with respect to $\mathbb{L}$, and such that the scalar product of any two non-zero vectors lying in the same cone is positive. By Gordon's lemma (see [AB86, Ful93]), for each cone $\sigma \in \Sigma$, the semigroup $\sigma \cap \mathbb{L}$ is finitely generated. We choose a finite set of generators $\mathbb{S}_{\sigma}$ for $\sigma \in \Sigma$. Then, the set $\mathbb{S}:=\bigcup_{\sigma \in \Sigma} \mathbb{S}_{\sigma}$ is finite and positively generates $\mathbb{L}$.
11.6. Inner products with value in general ordered vector spaces. So far in this paper we have studied inner products with values in the ordered vector space ( $\mathbb{R}^{r}, \leq_{\text {lex }}$ ). In this section, we briefly explain how the set-up generalizes to inner products with values in an arbitrary totally ordered vector space $(\Lambda, \leq)$.

Recall the following basic result (see [Bir40, Section XV.2] and [HW52]).
Theorem 11.15. Let $(\Lambda, \leq)$ be a totally ordered real vector space of dimension $r \in \mathbb{N}$. Then $(\Lambda, \leq)$ is isomorphic to $\left(\mathbb{R}^{r}, \leq_{\operatorname{lex}}\right)$.

We will use the following lemma to compare different isomorphisms from $(\Lambda, \leq)$ to ( $\left.\mathbb{R}^{r}, \leq_{\text {lex }}\right)$. The proof is elementary and we omit it.

Lemma 11.16. Let $r \in \mathbb{N}$ and consider the ordered vector space $\left(\mathbb{R}^{r}, \leq_{\operatorname{lex}}\right)$. Then, the isomorphisms $\psi:\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right) \rightarrow\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$ are in bijection with matrices $B=\left(b_{i j}\right)_{1 \leqslant i, j \leqslant r} \in \mathbb{R}^{r \times r}$ which are lower triangular and satisfy $b_{j j}>0, j \in[r]$. Here, $B \in \mathbb{R}^{r \times r}$ is identified with the linear map $\psi_{B}(x)=B x, x \in \mathbb{R}^{r}$. Moreover, let

$$
\Lambda^{\bullet}: \quad \Lambda^{1}:=\Lambda \supset \Lambda^{2} \supset \cdots \supset \Lambda^{r} \supset \Lambda^{r+1}:=(0)
$$

be the decreasing filtration on $\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$ defined in (2.1), that is,

$$
\Lambda^{j}:=\left\{a=\left(a_{1}, \ldots, a_{r}\right) \in \mathbb{R}^{r} \mid a_{1}=\cdots=a_{j-1}=0\right\}, \quad j \in[r+1]
$$

Then, the subspaces $\Lambda^{j} \subset H, j \in[r+1]$, are invariant under every isomorphism of $\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$.
Let $\Lambda$ be a real vector space of dimension $r \in \mathbb{N}$ endowed with an order $\leq$. Fix an isomorphism $\varphi:(\Lambda, \leq) \rightarrow\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$. Let $H$ be a real vector space of finite dimension.

Definition 11.17. An inner product on $H$ with values in $(\Lambda, \leq)$ is a symmetric bilinear form $\langle\cdot, \cdot\rangle: H \times H \rightarrow \Lambda$ such that the bilinear form $[\cdot, \cdot]=\varphi(\langle\cdot, \cdot\rangle)$ is an inner product on $H$ with values in $\mathbb{R}^{r}$ (in the sense of Definition 2.5).

Lemma 11.16 ensures that Definition 11.17 does not depend on the choice of the isomor$\operatorname{phism} \varphi:(\Lambda, \leq) \rightarrow\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$. Indeed, let $\{\cdot, \cdot\}=\widetilde{\varphi}(\langle\cdot, \cdot\rangle)$ be obtained from another isomor$\operatorname{phism} \tilde{\varphi}:(\Lambda, \leq) \rightarrow\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$. The composition $\psi=\widetilde{\varphi} \circ \varphi^{-1}$ is an isomorphism of $\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$. By Lemma 11.16, $\psi$ is given by a lower triangular matrix $B \in \mathbb{R}^{r \times r}$ with strictly positive diagonal entries $b_{j j}>0, j \in[r]$. Since the subspaces $\Lambda^{j} \subset \mathbb{R}^{r}, j \in[r]$, are invariant under $\psi$, the bilinear forms $[\cdot, \cdot]$ and $\{\cdot, \cdot\}$ induce the same filtration $\mathrm{F}^{\bullet}=\left(\mathrm{F}^{j}\right)_{j=1}^{r}$ on $H$. For all $j \in[r]$, we moreover have

$$
\{x, y\}_{j}=b_{j j}[x, y]_{j}, \quad x, y \in \mathrm{~F}^{j}
$$

Taking into account Definition 2.5, it follows that $[\cdot, \cdot]: H \times H \rightarrow \mathbb{R}^{r}$ is an inner product with values in $\mathbb{R}^{r}$ if and only if $\{\cdot, \cdot\}: H \times H \rightarrow \mathbb{R}^{r}$ is so.

Analogously, using an isomorphism $\varphi:(\Lambda, \leq) \rightarrow\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$, one can introduce the filtration $\mathrm{F}^{\bullet}$, the graded pieces $\operatorname{gr}^{j} H=\mathrm{F}^{j} / \mathrm{F}^{j+1}, j \in[r]$, the lifting operators $\mathfrak{p}_{j}^{*}: \operatorname{gr}^{j} H \rightarrow H, j \in[r]$, and the almost orthogonal decomposition $H=\ominus_{j=1}^{r} H_{j}$ for an inner product $\langle\cdot, \cdot\rangle$ with values in $\Lambda$. These objects do not depend on the choice of isomorphism $\varphi:(\Lambda, \leq) \rightarrow\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$. Note however that the scalar products $\langle\cdot, \cdot\rangle_{j}=(\varphi(\langle\cdot, \cdot\rangle))_{j}$ on the graded minors $\mathrm{gr}^{j} H, j \in[r]$, depend on $\varphi$ and change by a multiplicative constant $\lambda_{j}>0$ when changing $\varphi$.

Concerning our results on higher rank Voronoi decompositions, note that the definition of the Voronoi cell (3.1) directly generalizes to an inner product $\{\cdot, \cdot\rangle: H \times H \rightarrow \Lambda$. Fixing an isomorphism $\varphi: \Lambda \rightarrow \mathbb{R}^{r}$, one immediately obtains the results in Section 3, Section 4 and Section 8 for $\langle\cdot, \cdot\rangle$.

Finally, we discuss briefly how the notions of pullback families and tamely degenerating families depend on the choice of isomorphism. Let $\{\cdot, \cdot\rangle: H \times H \rightarrow \Lambda$ be an inner product with
values in $\Lambda$. As above, consider two inner products $[\cdot, \cdot]=\varphi(\langle\cdot, \cdot\rangle)$ and $\{\cdot, \cdot\}=\tilde{\varphi}(\langle\cdot, \cdot\rangle)$ with values in $\mathbb{R}^{r}$ obtained from isomorphisms $\varphi:(\Lambda, \leq) \rightarrow\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$ and $\tilde{\varphi}:(\Lambda, \leq) \rightarrow\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$, respectively. Let $B \in \mathbb{R}^{r \times r}$ be the matrix describing the isomorphism $\psi=\tilde{\varphi} \circ \varphi^{-1}$ of $\left(\mathbb{R}^{r}, \leq_{\text {lex }}\right)$.

For a vector $\underline{L}=\left(L_{1}, \ldots, L_{r}\right) \in \mathbb{R}_{+}^{r}$, the pullback bilinear forms for $[\cdot, \cdot]$ and $\{\cdot, \cdot\}$ (see Definition 2.12) are related by

$$
\{\cdot, \cdot\}_{\underline{L}}=[\cdot, \cdot]_{B^{\mathrm{T}} \cdot \underline{L}}, \quad[\cdot, \cdot]_{\underline{L}}=[\cdot, \cdot]_{\left(B^{-1}\right)^{\mathrm{T}} \cdot \underline{L}} .
$$

Thus, $[\cdot, \cdot]$ and $\{\cdot, \cdot\}$ have the same pullback families (see Section 2.3 for the definition). (Note in particular that the parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}, t \in \mathbb{R}_{+}$of a pullback family, satisfy $B^{\mathrm{T}} \cdot \underline{L}_{t} \in \mathbb{R}_{+}^{r}$ and $\left(B^{-1}\right)^{\mathrm{T}} \cdot \underline{L}_{t} \in \mathbb{R}_{+}^{r}$ for all $t$ large.)

A similar relation holds for tamely degenerating families of scalar products. More precisely, let $\langle\cdot, \cdot\rangle, t \in \mathbb{R}_{+}$, be a family of scalar products on $H$. Then $\langle\cdot, \cdot\rangle, t \in \mathbb{R}_{+}$, degenerates tamely ( $\omega$-tamely) to $[\cdot, \cdot]$ with parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}$, if and only if $\langle\cdot, \cdot\rangle, t \in \mathbb{R}_{+}$, degenerates tamely ( $\omega$-tamely) to $\{\cdot, \cdot\}$ with parameters $\widetilde{\underline{L}}_{t} \in \mathbb{R}_{+}^{r}$ given by $\tilde{L}_{t, j}=\frac{1}{b_{j j}} L_{t, j}, j \in[r]$.

Using these relations, one can formulate analogs of the results in Section 7 and Section 9 for inner products with values in general ordered vector spaces $(\Lambda, \leq)$.
11.7. Tame equivalence of higher rank inner products. The results in the preceding sections suggest to view tame degenerations as a kind of convergence of scalar products to inner products of higher rank. In this section, we discuss the uniqueness of limits in this context.

Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ and $\langle\cdot, \cdot\rangle^{\prime}: H \times H \rightarrow \mathbb{R}^{r}$ be inner products on a finite dimensional real vector space $H$. We call $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle^{\prime}$ tame equivalent (resp. $\omega$-tame equivalent), if they have the same tamely degenerating families (resp. $\omega$-tamely degenerating families) with the same parameters. That is, a family $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, of scalar products degenerates tamely (resp. $\omega$-tamely) to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$, if and only if it degenerates tamely (resp. $\omega$-tamely) to $\{\cdot, \cdot\rangle^{\prime}$ with parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$. Clearly, ( $\omega$-)tame equivalence defines an equivalence relation on the space of inner products on $H$ with values in $\mathbb{R}^{r}$.

The next theorem characterizes tame equivalent and $\omega$-tame equivalent inner products.
Theorem 11.18. Let $\langle\cdot, \cdot\rangle: H \times H \rightarrow \mathbb{R}^{r}$ and $\{\cdot, \cdot\rangle^{\prime}: H \times H \rightarrow \mathbb{R}^{r}$ be inner products. Denote by $\mathrm{F}^{\bullet}$ and $\mathrm{F}^{\prime \bullet}$ the associated filtrations, and by $H_{j}$ and $H_{j}^{\prime}, j \in[r]$, the spaces in the associated almost orthogonal decompositions $H=H_{1} \oplus \ldots \oplus H_{r}$ and $H=H_{1}^{\prime} \oplus \ldots \oplus H_{r}^{\prime}$. Then:
(i) $\{\cdot, \cdot\rangle$ and $\{\cdot, \cdot\rangle^{\prime}$ are $\omega$-tame equivalent if and only if $\mathrm{F}^{j}=\mathrm{F}^{\prime j}$ for all $j \in[r]$, and

$$
\langle x, y\rangle_{j}=\langle x, y\rangle_{j}^{\prime} \quad \forall x, y \in \mathrm{~F}^{j} .
$$

(ii) $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle^{\prime}$ are tame equivalent if and only if they are $\omega$-tame equivalent, and additionally, we have $H_{j}=H_{j}^{\prime}$ for all $j \in[r]$.

Proof. In order to prove the claim in (i), assume first that the two filtrations $\mathrm{F}^{\bullet}$ and $\mathrm{F}^{\boldsymbol{\bullet}}$ coincide and the equality $\langle x, y\rangle_{j}=\langle x, y\rangle_{j}^{\prime}$ holds for all $x, y \in \mathrm{~F}^{j}=\mathrm{F}^{\prime j}$. Let $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, be a family of scalar products which $\omega$-tamely degenerates to $\langle\cdot, \cdot\rangle$ with parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$. We verify the properties (a), (b'), and (c) in Definition 5.3 for $\{\cdot, \cdot\rangle^{\prime}$ and the parameters $\underline{L}_{t}$, $t \in \mathbb{R}_{+}$. Clearly, (a) and (b') are automatically satisfied.

Fix $j \in[r]$. In the following, we will prove that for given $\varepsilon>0$, we have

$$
\begin{equation*}
\left|L_{t, j}^{-1}\langle x, y\rangle_{t}-\langle x, y\rangle_{j}\right| \leqslant \varepsilon|x| \cdot|y|, \quad \forall x, y \in \mathrm{~F}^{j} \text { and } t \text { large. } \tag{11.3}
\end{equation*}
$$

This then implies property (c) for $\langle\cdot, \cdot\rangle^{\prime}$, since $H_{j}^{\prime} \subset \mathrm{F}^{\prime j}=\mathrm{F}^{j}$ and $\langle\cdot, \cdot\rangle_{j}=\langle\cdot, \cdot\rangle_{j}^{\prime}$ on $\mathrm{F}^{j}=\mathrm{F}^{\prime j}$ by assumption.

Writing $x \in \mathrm{~F}^{j}$ as $x=\sum_{k \geqslant j} x_{k}$ with $x_{k} \in H_{k}$, we can apply property ( $\mathrm{b}^{\prime}$ ) for $\langle\cdot, \cdot\rangle$ to get

$$
\begin{aligned}
L_{t, j}^{-1}\left|\langle x, y\rangle_{t}-\left\langle x_{j}, y_{j}\right\rangle_{t}\right| & =L_{t, j}^{-1}\left|\left\langle x_{j}, y-y_{j}\right\rangle_{t}+\left\langle x-x_{j}, y\right\rangle_{t}\right| \\
& \leqslant C \frac{L_{t, j+1}}{L_{t, j}}\left(\left|x_{j}\right|\left(\sum_{k=j+1}^{r}\left|y_{k}\right|\right)+\left(\sum_{k=j+1}^{r}\left|x_{k}\right|\right)|y|\right)
\end{aligned}
$$

for $x, y \in \mathrm{~F}^{j}$ and $t$ large. Recalling that $\langle x, y\rangle_{j}=\left\langle x_{j}, y_{j}\right\rangle_{j}$ for $x, y \in \mathrm{~F}^{j}$, and applying the properties (a), (b) and (c) for $\langle\cdot, \cdot\rangle$, we obtain the following. For every $\varepsilon>0$, the estimate

$$
\left|L_{t, j}^{-1}\langle x, y\rangle_{t}-\langle x, y\rangle_{j}\right| \leqslant\left|L_{t, j}^{-1}\left\langle x_{j}, y_{j}\right\rangle_{t}-\left\langle x_{j}, y_{j}\right\rangle_{j}\right|+L_{t, j}^{-1}\left|\langle x, y\rangle_{t}-\left\langle x_{j}, y_{j}\right\rangle_{t}\right| \leqslant \varepsilon\left(\sum_{k=j}^{r}\left|x_{k}\right|\right)\left(\sum_{k=j}^{r}\left|y_{k}\right|\right)
$$

holds for all $x, y \in \mathrm{~F}^{j}$ and $t$ large. On the other hand, since all norms on $H$ are equivalent, there exists a constant $D>0$ with $\sum_{k=1}^{r}\left|z_{k}\right| \leqslant D|z|$ for all $z \in H$. Thus, (11.3) holds and we have proven the implication " $\Leftarrow$ " in $(i)$.

To prove the converse implication " $\Rightarrow$ " in (i), fix a common $\omega$-tamely degenerating family $\langle\cdot, \cdot\rangle_{t}, t \in \mathbb{R}_{+}$, for $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle^{\prime}$ with parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}$. As follows from (11.3) and property (a), the filtration $\mathrm{F}^{\bullet}=\left(\mathrm{F}^{j}\right)_{j=1}^{r}$ can be expressed as

$$
\mathrm{F}^{j}=\left\{x \in H \mid \lim _{t \rightarrow \infty} L_{t, i}^{-1}\langle x, x\rangle_{t}=0 \text { for all } i=1, \ldots, j-1\right\}
$$

Since this expression only involves the scalar products $\langle\cdot, \cdot\rangle_{t}$ and parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$, we infer that $\mathrm{F}^{j}=\mathrm{F}^{\prime j}$ for $j \in[r]$. The equality $\langle\cdot, \cdot\rangle_{j}=\langle\cdot, \cdot\rangle_{j}^{\prime}$ on $\mathrm{F}^{j}=\mathrm{F}^{\prime j}$ follows from (11.3).

The implication " $\Leftarrow$ " in (ii) is obvious, since the properties (a), (b), and (c) of tame degenerations are formulated only in terms of the spaces $H_{j}$ and components $\langle\cdot, \cdot\rangle_{j}$.

To prove the implication " $\Rightarrow$ " in (ii), fix a common tamely degenerating family $\langle\cdot, \cdot\rangle_{t}$, $t \in \mathbb{R}_{+}$, for $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle^{\prime}$ with parameters $\underline{L}_{t} \in \mathbb{R}_{+}^{r}$. By the above argument, $\mathrm{F}^{j}=\mathrm{F}^{\prime j}$ and $\langle\cdot, \cdot\rangle_{j}=\langle\cdot, \cdot \cdot\rangle_{j}^{\prime}$ on $\mathrm{F}^{j}=\mathrm{F}^{j}$ for all $j \in[r]$. In order to complete the proof, we show that

$$
\begin{equation*}
H_{j}=\left\{x \in \mathrm{~F}^{j} \mid \lim _{t \rightarrow \infty} L_{t, i}^{-1}\langle x, y\rangle_{t}=0 \text { for all } y \in \mathrm{~F}^{i} \text { and } i \in\{j+1, \ldots, r\}\right\} \tag{11.4}
\end{equation*}
$$

Since this expression only depends on the scalar products $\langle\cdot, \cdot\rangle_{t}$ and parameters $\underline{L}_{t}, t \in \mathbb{R}_{+}$, it follows that $H_{j}=H_{j}^{\prime}$ for all $j \in[r]$. If $x \in H_{j}$, then the properties (a) and (b) of $\langle\cdot, \cdot\rangle$ imply that $x$ belongs to the right hand side of (11.4). Conversely, suppose that $x \in H$ belongs to the right hand side of (11.4). Writing $x=\sum_{k \geqslant j} x_{k}$ for $x_{k} \in H_{k}$, we have to prove that $x_{k}=0$ for all $k>j$. By assumption, we have

$$
\lim _{t \rightarrow \infty} L_{t, k}^{-1}\left\langle x, x_{k}\right\rangle_{t}=0
$$

On the other hand, properties (a), (b) and (c) of $\{\cdot, \cdot\rangle$ imply that

$$
\lim _{t \rightarrow \infty} L_{t, k}^{-1}\left\langle x, x_{k}\right\rangle_{t}=\lim _{t \rightarrow \infty} \sum_{i=j}^{k-1} L_{t, k}^{-1}\left\langle x_{i}, x_{k}\right\rangle_{t}+L_{t, k}^{-1}\left\langle x_{k}, x_{k}\right\rangle_{t}+\sum_{i=k+1}^{r} L_{t, k}^{-1}\left\langle x_{i}, x_{k}\right\rangle_{t}=\left\langle x_{k}, x_{k}\right\rangle_{k}
$$

Since $\langle\cdot, \cdot\rangle_{k}=0$ is a scalar product on $H_{k}$, we obtain $x_{k}=0$ for $k>j$, as desired.
Theorem 11.18 suggests a way to define a partial compactification of the space of scalar products on a fixed vector space $H$. We discuss this in the next section.

Note also that tame equivalent inner products $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle^{\prime}$ on $H$ have the same admissible discrete sets $S \subset H$. Moreover, by Theorem 7.1, the associated Voronoi cells have the same closure, that is, $\overline{\operatorname{Vor}}_{S}(\gamma)=\overline{\operatorname{Vor}_{S}^{\prime}}(\gamma)$ for all $\gamma$ in an admissible discrete subset $S \subset H$. On the other hand, the non-closed Voronoi cells can differ, $\operatorname{Vor}_{S}(\gamma) \neq \operatorname{Vor}_{S}^{\prime}(\gamma)$. It would be
certainly interesting to obtain a more accurate description of the Voronoi cells Vor $_{S}(\gamma)$ for all inner products $\langle\cdot, \cdot\rangle$ in a fixed tame equivalence class.
11.8. Tame compactification of the cone of scalar products. In this last section, we briefly discuss how higher rank inner products provide partial compactifications of the cone of scalar products. A more through discussion of this topic is beyond the scope of this paper and is postponed to a future work.

Let $H$ be a real vector space of finite dimension $n$, and consider the cone of scalar products on $H$. Fixing a basis for $H$, we can identify this cone with the cone $\mathscr{S}_{n}^{+}$of symmetric positive definite matrices of order $n$,

$$
\mathscr{S}_{n}^{+}:=\left\{A \in M_{n}(\mathbb{R}) \mid A^{\mathrm{T}}=A \quad \text { and } \quad A>0\right\}
$$

The cone $\mathscr{S}_{n}^{+}$is an open subset of the space of symmetric matrices $\mathscr{S}_{n}$, which is a real vector space of dimension $n(n+1) / 2$.

Using higher rank inner products, and tame and $\omega$-tame degenerations, we can define two partial compactifications of $\mathscr{S}_{n}^{+}$. We add tame, resp. $\omega$-tame, equivalence classes of higher rank inner products to the cone $\mathscr{S}_{n}^{+}$and endow naturally the new space with a relevant topology such that tame, resp. $\omega$-tame, degenerating families lead to convergent sequences. Note that our Theorem 11.18 provides a description of tame and $\omega$-tame equivalence classes. We call these partial compactifications the tame and $\omega$-tame (partial) compactifications of $\mathscr{S}_{n}^{+}$, respectively. Both of these spaces are Hausdorff.

These compactifications are in the esprit of the family of compactifications produced in our previous work [AN22] for polyhedral cones (although, the cone $\mathscr{S}_{n}^{+}$is not polyhedral). They refine the data of the filtration on the underlying vector space, induced by the multi-scale behavior of the vector lengths in the limit, by additional coordinates which provide the data of the higher rank inner product.

Classically, spaces such as the cone $\mathscr{S}_{n}^{+}$, or its Hermitian analogue, can be compactified in multiple ways, as instances of compactifications produced by Tits, Baily-Borel, BorelSerre, Satake, Furstenberg, Martin, and Karpelevic. (For example, Tits' compactification of the cone $\mathscr{S}_{n}^{+}$is obtained by endowing it with a natural Riemannian metric that turns it into a Hadamard space, and adding the ideal boundary.) A uniform presentation of these compactifications is provided in the work by Borel and Ji [BJ06, BJ07].

Tame compactifications provide a new way of (partially) compactifying this cone, as a limit of toroidal compactifications enriched by ordered conical blow-ups, as we do in producing higher rank compactifications of polyhedral cones in [AN22]. Going beyond the case of positive definite matrices, we expect that a generalization of the ideas developed here would produce multi-scale tame compactifications of more general Hadamard, symmetric and locally symmetric spaces. This will be studied in our future work.
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