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Mattias Jonsson Professeur (University of Michigan)
Claire Voisin Professeure (Collège de France)
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Préface en français

Ce texte rassemble une partie de mes travaux de recherche réalisés depuis mon entrée
au CNRS, entre 2008 et 2017. Le fil conducteur de tous ces travaux est la géométrie des
graphes. Les graphes sont des objets simples qui apparaissent dans de nombreux domaines,
et qui malgré leur simplicité d’apparence remarquable possèdent une mathématique très riche.
Dans ce texte, nous pŕesentons des travaux qui touchent à des questions diverses de géométrie
algébrique et arithmétique, d’analyse archimédienne et non-archimédienne, de probabilité, de
physique mathématique et de combinatoire.

Au chapitre 1, nous commençons par une introduction générale à la géométrie algébrique
des graphes finis et métriques, en révisant une grande partie des théorèmes fondamentaux
qui les concernent. Ce chapitre contient aussi une partie des résultats de [Ami5, Ami6,
AmiMan]. C’est un chapitre long où on a décidé, une fois n’est pas de coutume, de donner
suffisamment de détails sur un certain nombre de preuves et d’outils qui vont être utilisés
dans la suite de ce texte. Ainsi, nous espérons que cela permettra au lecteur de lire chacun
des autres chapitres de manière plus ou moins indépendante.

Le chapitre 2 présente les résultats de [AmiBa, AmiCa], obtenus en collaboration avec
Matt Baker et Lucia Caporaso. Dans [AmiBa] nous introduisons et étudions les complexes
métriques de courbes. Cela permet de proposer une définition commode de séries linéaires lim-
ites, et d’expliquer comment la raffiner en une définition purement combinatoire [Ami8]. Ce
chapitre contient aussi un survol de la structure des courbes analytiques au sens de Berkovich.

Le chapitre 3 présente les résultats d’une série de deux articles [ABBR1, ABBR2]
obtenus en collaboration avec Matt Baker, Erwan Brugallé et Joe Rabinoff. L’objectif est de
montrer comment les graphes et les complexes métriques de courbes permettent de contrôler
la géométrie des morphismes de courbes algébriques. Nous discutons le problème de réduction
semistable simultanée et des problèmes de relèvement de morphismes harmoniques.

Le chapitre 4 concerne les résultats de l’article [Ami1]. Nous utilisons les séries linéaires
combinatoires du chapitre 2 pour démontrer un théorème d’équirépartition concernant les
points de Weierstrass des courbes algébriques sur les corps non-Archimédiens.

Dans le chapitre 5, nous présentons les résultats de deux articles [ABBF] et [Ami4],
le premier obtenu en collaboration avec Spencer Bloch, José Burgos Gil et Javier Fresàn.
Cela concerne des problèmes mathématiques liés aux amplitudes de Feynman. On montre un
théorème de limite pour l’accouplement de hauteur entre zéro-cycles de degré zéro sur une
famille de surfaces de Riemann, sur une base quelconque, vers l’accouplement de hauteur entre
zéro-cycle de degré zéro sur un graphe métrique. La preuve pose des problèmes combinatoires
intéressants sur un graphe qui contrôle les propriétes d’échange entres les fôrets couvrantes
d’un graphe.
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12 PRÉFACE EN FRANÇAIS

Le chapitre 6 est consacré à l’étude entreprise dans [Ami2] d’un anneau de Chow associé à
un produit de graphes, qui contrôle la partie combinatoire de l’anneau de Chow d’un produit
de courbes semistables. Les résultats obtenus permettent de trouver des formules analytiques
sur la partie non-archimédienne de l’accouplement entre les diviseurs dans un produit de
courbes sur un corps non-archimédiens, géneralisant ainsi la formule analytique étudiée dans
le chapitre précédent pour l’accouplement entre deux zéro-cycles dans une courbe.

Le chapitre 7 contient une présentation des résultats sur les propriétés spectrales des
graphes, obtenus dans [AmiCo], en collaboration avec David Cohen-Steiner, et avec Janne
Kool dans [AmiKool]. Le premier contient un théorème de transfer qui permet de trouver
des bornes supérieures serrées sur le comportement des valeurs propres d’un graphe plongé
dans une surface à partir des valeurs propres de la surface elle-même. Cela nous permet
d’établir des bornes sur les valeurs propores d’un graphe en fonction de son genre, le nombre
de ses sommets et sa valence maximum. Le deuxième établie une inegalité de Li-Yang-Yau
pour la gonalité divisorielle d’un graphe métrique, définie à partir de sa théorie des diviseurs.

Dans le chapitre 8 nous présentons les résultats de [ADGO1, ADGO2, Ami3]. Les
deux premiers articles, écrits en collaboration avec Luc Devroye, Simon Griffiths et Neil
Olver, sont consacrés à l’étude du phénomène d’explosion des marches aléatoires dans les
arbres. Le troisième définit une générlisation des factorielles de Bhargava au cas des arbres
et démontre un théorème d’équirépartition les concernant.

Enfin, le chapitre 9 présente les résultats de [AEH] obtenus en collaboration avec Louis
Esperet et Jan van den Heuvel. Nous introduisons un nouveau concept de coloration de
graphes, et l’étudions dans la classe de graphes de genre borné. Cela nous permet par exemple
de déterminer l’asymptotique du nombre chromatique cyclique des graphes plongés dans une
surface. La preuve fait appel à des distributions de probabilités sur les couplages d’un graphe,
définies à l’aide du polytope de couplage du graphe, et à la méthode de déchargement.

Il est remarquable de voir l’apparition repetée des arbres comme motifs gouvernant la
géométrie des structures discrètes, en lien avec d’autres domaines de mathématiques. Ils ont
certainement plus de choses à nous dire.



Preface in English

This text presents part of the research I have carried out after my PhD thesis, between
2008 and 2017. The main thematic is the geometry of graphs, and the presented works touch
at diverse questions in algebraic and arithmetic geometry, Archimedean and non-Archimedean
analysis, probability, mathematical physics, and combinatorics.

A good portion of the results are related or motivated by algebraic geometry, and aim to
describe the interesting algebraic and geometric properties of combinatorial objects such as
graphs, matroids, or simplicial complexes. These objects, with a very familiar non-technical
nature, to repeat Grothendieck’s words in Esquisse d’un programme [122], which reveal di-
verse facets and a rich mathematics already from the point of view of a combinatorist, quite
naturally appear in algebraic geometry from different perspective. Moreover, the universality
results, such as those of Mnëv [191, 235] and Belkale-Brosnan [32], suggest that this ap-
pearance is not a coincidence and these combinatorial gadgets somehow lie at the heart of
algebraic geometry.

We start in Chapter 1 by giving a general introduction to the algebraic geometry of finite
and metric graphs, reviewing some of the fundamental theorems, and giving details on a
certain number of proofs and tools which will be used later through the text. This chapter
contains also some of the results of [Ami5, Ami6, AmiMan]. We hope that this allows a
more or less independent reading of the other chapters.

Chapter 2 presents the results of [AmiBa, AmiCa], written in collaborations with Matt
Baker and Lucia Caporaso, respectively, and [Ami8]. We introduce metrised complexes, give
a brief review of Berkovich analytic curves, and discuss the formalism of slope structures and
combinatorial linear series.

Chapter 3 concerns the results of a series of two papers [ABBR1, ABBR2] written in
collaboration with Matt Baker, Erwan Brugallé and Joe Rabinoff. The objective is to show
how graphs and metrised complexes control the algebraic geometry of morphisms of curves.
We discuss simultaneous semistable reductions and lifting problems.

Chapter 4 presents the results of the work [Ami1]. We use the formalism of slope struc-
tures introduced in Chapter 2 to prove an equidistribution theorem concerning Weierstrass
points of curves over non-Archimedean fields.

In Chapter 5, we discuss the results of [ABBF], obtained in collaboration with Spencer
Bloch, José Burgos Gil et Javier Fresán, and the work [Ami4]. These concern mathematical
problems related to Feynman amplitudes. We study asymptotics of height pairing between
degree zero divisors on families of Riemann surfaces, and find pairing between divisors on
graphs as the limit. The proof leads to combinatorial problems regarding a graph which
controls the exchange properties between spanning forests of a graph.
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14 PREFACE IN ENGLISH

Chapter 6 is devoted to the results of [Ami2] where a Chow ring associated to a product
of graphs is studied. This Chow ring controls the combinatorial part of the Chow ring of
a product of semistable curves. The results obtained lead to an analytic formula, which
generalises the graph pairing studied in Chapter 5.

Chapter 7 contains a discussion of the results of [AmiCo] and [AmiKool] on the spectral
properties of graphs, written jointly with David Cohen-Steiner and Janne Kool, respectively.
The first work presents a transfer theorem which allows to obtain upper bounds on the
behaviour of Laplacian eigenvalues of graphs embedded in surfaces, in terms of the spectral
theory of surfaces. The second work establishes a Li-Yang-Yau for the divisorial gonality of
metric graphs, defined in terms of the divisor theory of graphs presented in Chapter 1.

In Chapter 8 we present the results of [ADGO1, ADGO2, Ami3]. The first two articles,
written in collaboration with Luc Devroye, Simon Griffiths and Neil Olver, study the explosion
phenomenon in branching random walks on trees. The last one, presents an extension of the
Bhargava factorials to trees and prove an equidistribution theorem in this setting.

Finally, Chapter 9 presents the results of [AEH] obtained in collaboration with Louis
Esperet and Jan van den Heuvel. We introduce a colouring concept and study it in the
class of graphs of bounded genus. This allows to obtain asymptotic theorems on the cyclic
chromatic number of graphs on surfaces, and tight bounds on the clique number of squares
of graphs. The proof uses hardcore probability distributions associated to the points of the
matching polytope, and the discharging method.

It is quite remarkable to see the repeated appearance of trees as motives governing the
geometry of graphs, and more general discrete structures, in connection to other branches of
mathematics. They certainly have more to tell us.



CHAPTER 1

Algebraic geometry of graphs

This chapter serves as a general self contained introduction to the algebraic geometry of
graphs and metric graphs. The materials in this section are throughly used in other chapters,
and we have decided to provide a somehow detailed account of the basic foundational results,
sometimes with different or more streamlined proofs. The link to the algebraic geometry
of curves will be given in other chapters. Other relevant topics can be found in the survey
papers [Ami7, 22].

1.1. Divisors on graphs

Let G = (V,E) be a finite loopless and connected graph. Multiple edges are allowed.

We denote by Rat(G) the set of rational (meromorphic) functions on G defined by

Rat(G) := {f : V → Z}.

The group of divisors on G denoted by Div(G) is by definition the free abelian group
generated by vertices in V . We write (v) for the generator associated to v ∈ V .

Div(G) :=
{∑

v∈V
nv(v) | nv ∈ Z

}
.

Note that Div(G) and Rat(G) are isomorphic as abelian groups, however, the formalism
is set up in a way to distinguish the role of functions from that of points.

For a divisor D ∈ Div(G), the coefficient of (v) in D is denoted by D(v), so we can e.g.
write D =

∑
v∈V D(v) (v).

We now define the order of vanishings of functions at vertices. For any vertex v ∈ V ,
denote by ordv : Rat(G)→ Z the order of vanishing at v function which on f ∈ Rat(G) takes
the value

ordv(f) :=
∑

uv∈E
f(u)− f(v).

One notices that this is reminiscent of the definition of the Laplacian in graphs, that we
will encounter later in this manuscript. However, we again emphasise the distinction made of
the different roles played by points and functions in the theory.

To any f ∈ Rat(G) we associate the divisor div(f) by

div(f) =
∑

v∈V
ordv(f)(v).

Elements of this form in Div(G) are called principal, and the subgroup of Div(G) formed by
principal divisors is denoted by Prin(G).

A divisor D1 is called linearly equivalent to a divisor D2, and we write D1 ∼ D2, if there
exists f ∈ Rat(G) such that D1 = D2 + div(f).

15



16 1. ALGEBRAIC GEOMETRY OF GRAPHS

The degree map deg : Div(G)→ Z is defined by

∀ D ∈ Div(G), deg(D) :=
∑

v∈V
D(v).

For any integer k, we denote by Divk(G) the set of divisors of degree k on G. One easily
verifies that Prin(G) is in fact a subgroup of Div0(G). The Picard group of G denoted by
Pic(G) is by definition

Pic(G) := Div0(G)/Prin(G).

Remark 1. The group Pic(G) is the first non-trivial and quite interesting arithmetic
invariant associated to a graph. It follows from the matrix-tree theorem that the size of
Pic(G) is the number of spanning trees of the graph, and so we are putting a non-canonical
group structure on the set of spanning trees of G. Understanding the behaviour of this group
in families of graphs reveals to be an interesting mathematical problem. For example, Cohen-
Lenstra heuristics for Pic(G) in the family of Erdös-Rényi random graphs have been studied
in [73, 245]; it is in particular conjectured that the probability of having Pic(G) cyclic tends
to 1

ζ(3) .
1
ζ(5) .

1
ζ(7) . . . . , when the size of the Erdös-Rényi random graph G tends to infinity.

1.1.1. Abel-Jacobi theorem for finite graphs. Let G = (V,E) be a finite graph
without loops. Following the usual convention, see e.g. [225], we replace the set of edges of
G with the set of oriented edges E, where each edge e = {u, v} ∈ E is replaced with two
oriented edges uv and vu in opposite directions in E. By an abuse of notation, it can happen
that we denote by e an element of E and by ē the inverse of e. Note that E has size twice the
size of E.

For a ring of coefficients A, let H1(G,A) denote the first cohomology of the graph G seen
as a one-dimensional simplicial complex. The group H1(G,A) is a free A-module of rank g,
where g = |E| − |V |+ 1 is the first betti number of G. It can be identified with the group of
A-valued flows in the graph. For A = Z, H1(G,Z) forms a lattice of full rank in the vector
space H1(G,R). In addition, we have a natural bilinear pairing C1(G,A)×H1(G,A), given
by

〈σ, τ〉 :=
1

2

∑

e∈E
σ(e)τ(e).

The pairing induces a symmetric bilinear form on H1(G,A), which for A = Z takes integral
values. Denote by H1(G,Z)# the integral dual of H1(G,Z) in H1(G,R) with respect to this
form, i.e.,

H1(G,Z)# :=
{
σ ∈ H1(G,R)

∣∣∣ for all τ ∈ H1(G,Z), 〈σ, τ〉 ∈ Z
}
.

We thus have H1(G,Z) ⊆ H1(G,Z)#, and we can define the Jacobian J(G) of G as the
quotient

J(G) := H1(G,Z)#/H1(G,Z).

Let v0 be a fixed vertex of the graph. There exists a natural map Φ : V → J(G) defined
as follows. For any vertex v, take a path P from v0 to v in G, that we orient from v0 to v.
Denote by E(P ) the set of oriented edges of P with this orientation. Then Φ0(v) is the class
in J(G) of the element of the dual H1(G,Z)# which sends any element τ of H1(G,Z) to the
integer

∑
e∈E(P ) τ(e). Since changing P to P ′ results in an element of H1(G,Z), the map is

well-defined.



1.1. DIVISORS ON GRAPHS 17

One can extend the map Φ to a map Φ : Div0(G) → J(G), by linear combination. The
map Φ descends to Pic(G), and define a well-defined map AJ :Pic(G) → J(G), which does
not depend on the choice of the base point v0, and which is called the Abel-Jacobi map. We
have the following Abel-Jacobi theorem for finite graphs.

Theorem 2 (Bacher-de la Harpe-Nagnibeda [17]). The Abel-Jacobi map AJ is an iso-
morphism of finite groups.

1.1.2. Combinatorial linear systems. A partial order can be defined on divisors by
declaring D ≥ D′ if for any vertex v ∈ V , D(v) ≥ D′(v). A divisor D is called effective if
D ≥ 0, which means D(v) ≥ 0 for all v ∈ V . The complete linear system |D| associated to D
is defined as the set of all the effective divisors E linearly equivalent to D, i.e.,

|D| =
{
E
∣∣ E ≥ 0 and E ∼ D

}
.

We also define R(D) as the set of all rational functions f on G which verify div(f)+D ≥ 0.

We will later propose in Section 2.4.1 a refined notion of a combinatorial linear series which
cover the case of non-necessarily complete linear systems, as in classical algebraic geometry.

1.1.3. Chip firing game. Consider the following game played on a connected graph G.
Vertices represent people in a group, where edges represent friendship. Each person v ∈ V
has a certain number of pieces nv ∈ Z, where nv < 0 means v is in debt. The aim of the
group is to achieve a situation where no one is in debt. The only rule of the game is that at
each step one person can decide to give one piece to any of its neighbours. The question is
then is there a winning strategy for the group? Representing the initial configuration with the
divisor

∑
v∈V nv(v) one can see that the group has a winning strategy if and only if |D| 6= ∅.

In the next section, we define a certain type of configurations which allows to answer the
above and other similar questions.

1.1.4. Rank of divisors and Riemann-Roch theorem. Ideally, we would like to
associate a notion of dimension to the complete linear system |D|. The set |D| being discrete,
we will see how to associate a combinatorial reformulation of the dimension, which allows to
associate a rank to each divisor D in the graph.

Definition 3 (Rank of a divisor [24]). Let D be a divisor on a graph G. We say

• r(D) = −1 if |D| = ∅.
• r(D) ≥ r if for all effective divisors E ≥ 0 of degree r, we have |D − E| 6= ∅.

The rank of D is by definition the maximum r with r(D) ≥ r.
Remark 4. Let X be a smooth projective curve over an algebraically closed field k. The

definition of rank given above makes sense for any divisor D on X. A simple linear algebra
argument then shows that the rank of D, as defined above, is equal to dimk(H

0(X,O(D)))−1,
which is the usual definition of rank of the line bundle O(D) on X.

Example 5. • If deg(D) < 0, then r(D) = −1.
• For D of non-negative degree, we have r(D) ≤ deg(D).
• We have r(D) = max{deg(D),−1} for all D if and only if G is a tree.

For a graph G, we define the arithmetic genus of G denoted by g(G), or simply g if there
is no risk of confusion, the quantity

g(G) = |E| − |V |+ 1.
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Remark 6. This is also the first Betti number of the graph G seen as a simplicial complex
of dimension one. The term arithmetic has been added to distinguish from the geometric
genus (which is the minimum genus of a topological surface on which the graph can be
embedded without any crossings, and will appear later in other chapters), and coincides
with the arithmetic genus of any semistable curve with dual graph G and with only rational
irreducible components.

The canonical divisor of G is the divisor K =
∑

v∈V (val(v)− 2)(v). Note that deg(K) =
2|E| − 2|V | = 2g − 2.

With these notations, we can now state Riemann-Roch theorem for graphs.

Theorem 7 (Baker-Norine [24]). Let G be a connected loopless graph of arithmetic genus
g. For any divisor D, we have

r(D)− r(K −D) = deg(D)− g + 1.

We will give the proof of the above theorem in the next sections and use this occasion
to introduce some tools which will be used and refined in future chapters. Before, let us
give some consequences of the theorem. Simple applications of the theorem to appropriate
divisors, give

• r(K) = g − 1;
• For K ′ of degree 2g − 2, we have r(K ′) = g − 1 if and only K ′ ∼ K;
• (Riemann’s inequality) r(D) ≥ deg(D)− g; and
• the equality r(D) = deg(D)− g holds provided that deg(D) ≥ 2g − 1.

Remark 8 (Riemann-Roch formalism in abstract setting). Let X be a set, finite or
infinite. Suppose that we have a set Rat(X), and functions ordx : Rat(X) → Z. We assume
that the functions ordx verify the following two properties

• (finiteness) For any f ∈ Rat(X), for all but finitely many element x ∈ X, we have
ordx(f) = 0.
• (logarithmic product formula) For any f ∈ Rat(X), we have

∑
x∈X ordx(f) = 0.

We can generalize all the definitions above to the setting of X equipped with the set Rat(X)
and {ordx}. So the groups Div(X) and Prin(X) ⊂ Div0(X) are defined, and we can also
define for all D ∈ Div(X), the linear system |D| and the integer r(D) ≥ −1. We say that X
satisfies Riemann-Roch if we can associate to X a genus g and a divisor K of degree 2g − 2
such that for all divisors D, the Riemann-Roch formula holds:

r(D)− r(K −D) = deg(D)− g + 1.

Graphs provide examples of such structures satisfying Riemann-Roch theorem. Other ex-
amples of X as above include metric graphs and projective smooth curves over algebraically
closed fields, or mixed objects like metrized complexes of algebraic curves, that we will discuss
later.

1.1.5. Consequences. The following are immediate consequences of the Riemann-Roch
theorem.

Theorem 9 (Clifford’s theorem). Let D be a divisor with r(D), r(K − D) ≥ 0. Then
r(D) ≤ deg(D)/2.
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Indeed, under the assumptions of the theorem, one easily verifies, g− 1 = r(K) ≥ r(D) +
r(K −D), which combined with Riemann-Roch, gives r(D) ≤ deg(D)/2.

A graph G is called hyperelliptic if there exists a divisor of degree two and rank one
on G. As in the classical version, graph theoretic Clifford’s theorem has a second part,
which says that if a graph G has a divisor D with equality in the above statement, namely
r(D) = deg(D)/2, then either D = 0 or D = K, or G is hyperelliptic [82, 169]. This part of
the theorem is more delicate.

Let p be a fixed vertex in G, and k ∈ N. Consider the map S(k) : V k → J(G), defined by

S(k)(v1, . . . , vk) =
k∑

i=1

(vi)− (p).

Theorem 10 (Jacobi inversion). The map S(k) is surjective if and only if k ≥ g.

Let D be a divisor of degree zero. The divisor D + k(p) has degree k. If k ≥ g, then
|D + k(p)| 6= ∅. Let E ∈ |D + k(p)|, and write E = (v1) + · · · + (vk)). It follows that

S(k)(v1, . . . , vk) = D which proves the surjectivity for k ≥ g.
On the other hand, we will see later in the proof of Riemann-Roch theorem the existence

of divisors D of degree g − 1 (linearly equivalent to moderators), with |D| = ∅. The divisor

D − (g − 1)(p) is not in the image of S(k) for k ≤ g − 1.

1.1.6. Reduced divisors: existence and uniqueness. A useful tool for the study of
divisors on graphs is the concept of a reduced divisor (which one takes care of not confusing
with reduced notion in algebraic geometry). Reduced divisors provide representatives of each
linear equivalence class, with some combinatorial properties which make them manageable to
work with. They are intimately related to the concept of critical configurations in the original
theory of chip firing [89, 90]. Since we do not need critical configurations, we do not precise
this here.

For a subset A ∈ V , and a vertex v ∈ A, we denote by outvalA(v) the number of edges
uv ∈ E with u ∈ V \ A. The border of A denoted by ∂A is the set of all vertices v ∈ A with
outvalA(v) 6= 0.

Fix a vertex p ∈ V . A divisor D ∈ Div(G) is called p-reduced if the following two
conditions are satisfied

(i) For all v ∈ V \ {p}, D(v) ≥ 0, and
(ii) For all A ⊆ V \ {p}, there exists a vertex v ∈ A such that D(v) < outvalA(v).

If we denote by 1A the characteristic function of A which takes value 1 on every vertex
v ∈ A and value 0 outside A, the second condition simply says that D + div(1A) violates
property (i) in the definition.

We have the following theorem.

Theorem 11. For any divisor D there exists a p-reduced divisor Dp linearly equivalent
to D. Moreover, Dp is unique.

Sketch of proof. To see the uniqueness, assume, for the sake of a contradiction, that two
distinct divisors D′p ∼ Dp are both p-reduced. Write Dp = D′p + div(f) for a non-constant
function f ∈ Rat(G). Let A be the set of all vertices where f takes its maximum. Changing
the role of Dp and D′ + p if necessary, we can assume that p /∈ A.
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By property (ii) in the definition of reduced divisors, applied to D′p and A, there exists
v ∈ ∂A such that D′p(v) < outvalA(v). We have

ordv(f) =
∑

uv∈E
f(u)− f(v) ≤ −outvalA(v),

which implies that

Dp(v) = D′p(v) + ordv(f) ≤ D′p(v)− outvalA(v) < 0,

contradicting the condition (i) in the definition of reduced divisors.
To prove the existence, consider D the set of all divisors D′ ∼ D which verify condition (i)

in the definition of reduced divisors. One can easily show that D′ is not empty (e.g. by using
the fact that all the divisors of the form (v)− (p) ∈ Div0(G) have finite order in Pic(G)).

Order the vertices of V as v1, . . . , vn with respect to their distances to p, i.e., in such a
way that distG(v1, p) ≤ distG(v2, p) ≤ . . . distG(vn, p).

We associate to any divisor D′ ∈ D the vector of its coefficients in Zn, defined by

Vect(D′) := (D′(v1), D′(v2), . . . , D′(vn)).

The existence now follows by observing that the element Dp in D which has the maximum
vector of coefficients in the lexicographical order in Zn is p-reduced. (In the lexicographical
order in Zn, we have (a1, . . . , an) <lex (b1, . . . , bn) if there exists 0 ≤ i < n such that aj = bj
for all j ≤ i, and ai+1 < bi+1.) 2

The immediate consequence of the existence of p-reduced divisors is an answer to the
question of the existence of winning strategies in the chip-firing game. In the formalism
above, this states:

Proposition 12. We have |D| 6= ∅ if and only if the coefficient of Dp at p is non-negative.

Indeed, if Dp(p) ≥ 0, then obviously Dp ≥ 0. For the other direction, note that Dp

maximises its vector of coefficients in the lexicographic order. If there exists an effective
divisor E ∼ D, then E ∈ D, and necessarily Dp(p) ≥ E(p) ≥ 0.

Here is an intuitive interpretation of the reducedness.

Remark 13 (Dhar’s algorithm [89, 90]). Let D be a divisor with D(v) ≥ 0 for v 6= p.
Suppose a fire starting from p propagates in G by following the edges of the graph in a uniform
way, and all edges have the same length. At each vertex v 6= p there are D(v) firefighters and
each can stop the propagation in one direction. The fire passes to the vertex v if D(v), the
number of firefighters at v, is strictly smaller than the number of edges uv with u already in
fire.

One can show that D is p-reduced if and only if the fire eventually passes through all the
vertices of the graph.

Remark 14. Proposition 11 allows to provide an explicit bijection between the elements
of Pic(G) and the spanning trees of the graph [83, 28]. This is non-canonical and depends
on the choice of an order on the edges of the graph. Let e1, e2, . . . , em be an enumeration of
the edge set. For any divisor D of degree zero, let Dp ∼ D be p-reduced. Consider the Dhar’s
algorithm above, and suppose in addition that the firefighters at each unburned vertex v keep
the edges with smallest indices among the edges uv with u already in fire. Keep the edge
with smallest index along which the fire passes to v. One can show that the set of these edges
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form a tree TD, and that the correspondence D to TD is a bijection between Pic(G) and the
spanning trees of the graph.

1.1.7. Proof of Riemann-Roch theorem. Let <O be a total order on the set of
vertices of the graph G. We write val←O (v) for the number of edges uv ∈ E with u <O v. If we
enumerate the vertices as v1, v2, . . . , vn with respect to the order <O, i.e. i < j if vi <O vj ,
then val←O (vj) = #vivj with i < j.

To a total order as above, one associates the divisor DO called a moderator as follows:

DO =
∑

v∈V
(val←O (v)− 1)(v).

The degree of DO is g − 1, and for the opposite order O to O defined by u <O v if and
only if v <O u, for any u, v ∈ V , we have DO +DO = K.

The moderators given a characterisation of all the linear equivalence classes of divisors of
degree g−1 and negative rank on G. To see this, first we show for a total order O on vertices,
we have |DO| = ∅.

Otherwise, there would exist f ∈ Rat(G) such that DO + div(f) ≥ 0. Since DO(v1) < 0,
f would not be constant. Take A the set of vertices where f takes its maximum, and let v be
the smallest vertex in A for the order <O. We would have

DO(v) + ordv(f) ≤ DO(v) +
∑

uv∈E:u<Ov

f(u)− f(v) ≤ DO(v)− val←O (v) = −1,

which would contradict DO + div(f) ≥ 0.

Let now D a divisor and Dp ∼ D be p-reduced, for a vertex p in the graph. Dhar’s
algorithm gives a total order O, v1 = p, v2, . . . , vn, on vertices, defined inductively as fol-
lows. Start by v1 := p, and inductively apply property (ii) in the definition of reduced
divisors to the divisor Dp and the set Ak = V \ {v1, . . . , vk}. There thus exists vk+1 ∈ Ak
so that outvalAk(vk+1) > Dp(vk+1). By the construction, we have Dp(vk+1) < val←O (vk+1) =
outvalAk(v), which shows that away from p, we have for all v, Dp(v) ≤ DO(v). This gives the
following useful property of moderators.

Proposition 15. For all divisor D, one and only one of the two following situations
happens:

• Either, |D| 6= ∅,
• Or, there exists a moderator DO with |DO −D| 6= ∅.

To see this, following the notations which preceded the proposition, let O be the order
constructed for Dp ∼ D. We have |D| = ∅ if and only if Dp(p) ≤ −1 = DO(p). Since for all
v 6= p, we have Dp(v) ≤ DO(v), we infer that the latter condition is equivalent to Dp ≤ DO,
or equivalently, DO −Dp ≥ 0, which is equivalent to |DO −D| 6= ∅.

A an immediate corollary, we get the following formula for the rank. For a divisor D,
deg+(D) denotes the sum of all the non-negative coefficients of D. Similarly, deg−(D) is the
sum of all the negative coefficients.

Proposition 16. For any divisor D, we have

r(D) = min
D′∼D

total orderO

[
deg+

(
D′ −DO

)
− 1

]
.
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To see this, denote by r′(D) the quantity on the right hand side. Let D′ ∼ D and let O
a total order on vertices. For E the positive part of D′ − DO, we have D′ − DO − E ≤ 0,
which shows that D′ − E ≤ DO. This implies in part |D′ − E| = |DO| = ∅, which shows
r(D) = r(D′) ≤ deg(E)− 1 = deg+(D′−DO)− 1. Taking the minimum over all D′ ∼ D and
O, gives one inequality r(D) ≤ r′(D).

To see the other inequality, let E be an effective divisor of degree r(D) + 1 such that
|D − E| = ∅. There exists then a total order O on vertices such that |DO − D + E| 6= ∅;
equivalently, there exists f ∈ Rat(G) with div(f)−D+DO+E ≥ 0. For D′ = D−div(f) ∼ D,
we get D′−DO ≤ E. Thus, deg+(D′−DO) ≤ deg(E) = r(D)+1, which implies r′(D) ≤ r(D).

We can now finish the proof of Riemann-Roch theorem by a magic trick!

Proof of Riemann-Roch theorem. For D′ ∼ D and a total order O on vertices with O its
opposite order, using DO +DO, it is easy to see that that

deg+(D′ −DO) = deg(D)− g + 1 + deg+(K −D′ −DO)

Taking the minimum over all D′ ∼ D and O on both sides then gives

r(D) + 1 = deg(D)− g + 1 + min
D′∼D
O

deg+(K −D′ −DO).

To finish, observe that when D′ goes through all divisors linearly equivalent to D, K−D′ goes
through all F ∼ K −D. Thus, the minimum on the right hand side is equal to r(K −D) + 1,
which finishes the proof. 2

1.2. Metric graphs

Metric graphs are defined as metrisation of finite graphs. They are continuous-type
objects which have discrete models. In this section, we define metric graphs, which will be
central objects in the remaining chapters, and explain how the theorems discussed in the
previous section extends to their setting.

For a metric space X, we denote by distX(. , .) the metric in X. A pointed metric space
is a metric space X with a choice of a distinguished point ? ∈ X. For two pointed metric
spaces X and Y with distinguished points ?X and ?Y in X and Y, respectively, we define the
pointed metric space X ∨ Y = X t Y/?X = ?Y with distinguished point ? = ?X = ?Y , where
the metric in X ∨ Y is given by

distX∨Y (p, q) =

{
distX(p, q) if p, q ∈ X
distX(p, ?X) + distY (q, ?Y ) if p ∈ X, q ∈ Y.

For n pointed metric spaces (X1, ?1), . . . , (Xn, ?n), we define the pointed metric space X1 ∨
· · · ∨Xn = tiXi/?1 = · · · = ?n in a similar way.

Let n be a positive integer and r > 0 a positive real number. The star Sn(r) of radius
r with n branches is the metric space Sn(r) = I1 ∨ · · · ∨ In where each Ij is a copy of the
pointed half open interval [0, r[ of length r with distinguished point ?j = 0.

A metric graph, unless otherwise stated, is a compact connected metric space Γ which
verifies the following two properties:

(1) For every point p ∈ Γ there exists an integer np ≥ 1 and a real number rp > 0 such
that p has a neighborhood Vp isometric to the star of radius rp with np branches,
i.e., (Vp, distΓ|Vp) ' Snp(rp).
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2 The metric in Γ is given by the path metric, in the sense that for any two points x
and y of Γ, the distance between x and y is the infimum (in fact minimum) length
of any path from x to y.

(In a path-connected metric space X, the length of a (continuous) path α : [0, 1]→ X can be

defined as infn∈N∗
∑n−1

j=0 distX(α( jn), α( j+1
n )).)

The integer np in the definition above is called the valence (or degree) of p, and is denoted
by val(p).

Let now G = (V,E) be a finite connected graph and let ` : E → R>0 be a (length)
function on the edges of G. assigning a positive real number `e to any edge eof G. We define
the metric realisation of (G, `) which is a metric graph Γ as follows: for each edge e = uv of
G take a closed interval Ie of length `e, and a surjection πe : ∂Ie → {u, v} (which identifies
the two extremities of Ie with the vertices of G in e). As a topological space, Γ is defined as

Γ := (V t
⊔

e

Ie)/
{
x = πe(x) ∀e ∈ E & x ∈ ∂Ie

}
,

and it is straightforward to see that Γ is path-connected. In addition, any two points p and
q of Γ are connected by a piecewise isometric path γ : [0, Tγ ] → Γ: i.e. a continuous path
γ with γ(0) = p and γ(T ) = q, with the property that there is N ∈ N and real numbers
t0 = 0 < t1 < t2 < · · · < tN−1 < tN = Tγ such that for each i, there is an edge ei with
γ([ti, ti+1]) ⊂ Iei ⊂ Γ, and γ induces an isometry from the interval [ti, ti+1] to its image in the
interval Ie. The distance distΓ(p, q) is then defined as the infimum of Tγ over all piecewise
isometric path γ : [0, Tγ ]→ Γ from p to q, turning Γ into a metric space. By very definition,
it is easy to see that Γ is a metric graph. Moreover, using compactness, one can show that
any metric graph Γ is a metric realisation of a finite connected graph endowed with a length
function ` on its edges.

A pair consisting of a graph G and the length function ` such that the metric graph Γ is
isometric to the metric realisation of the pair (G, `), is called a finite graph model of Γ.

Remark 17. Any finite subset V of Γ with the property that Γ \ V is the disjoint union
of topological spaces I1, . . . , Im where each Ij is homeomorphic to an open interval, for j =
1, . . . ,m, forms the vertex set for a finite graph model G = (V,E) of Γ, which in addition
comes with a bijection between E and the connected components I1, . . . , Im of Γ \ V .

A finite subset V of Γ with the property of the above exercise, that connected components
of Γ \ V are homeomorphic to open intervals, is called a vertex set for Γ.

An essential point of a metric graph Γ is by definition a point of Γ of valence different
from two. It is easy to see that any vertex set of Γ contains all the essential points of Γ.

Remark 18. One can show that in any metric graph which is not isometric to a circle
the set of essential points form a vertex set. In particular, any metric graph not isomorphic
to a circle has a unique minimal vertex set with respect to the inclusion.

1.2.1. Unit tangent vectors and slopes. Let I = [0, `[, ` > 0, be a half open interval
in R with the metric induced from the standard Euclidean metric from R and distinguished
point ? = 0. Let ~1 be the unit vector in R. Define T 1

? I := {~1}. More precisely, one sees I as a
manifold with boundary ∂I = ?. The tangent space TI gets naturally identified with I × R,
and inherits a Riemannian metric from the standard Euclidean metric on R. The inclusion
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of the subvariety of codimension one {?} ⊂ I gives a unit normal vector ~u ∈ T?I, which gets

identified with the vector ~1 ∈ R. One then defines T 1
? I := {~u}.

Let now Sn = I1 ∨ · · · ∨ In be a star with n branches of radius r > 0, and ? be the centre
of Sn. Define T 1

? Sn := tnj=1T
1
?jIj .

Finally, let Γ be a metric graph. Each point p ∈ Γ has a neighbourhood U isometric to a
star S with val(p) branches. Define T 1

pΓ := T 1
p V = T 1

? S. Note that for each point p, T 1
pΓ has

precisely val(p) elements, each corresponding to a branch of Γ incident to p. They are called
unit (outgoing) tangent vectors to Γ at p. If there is no risk of confusion, we drop ”unit” and
only refer to them as outgoing tangent vectors at p.

Let now ~u ∈ T 1
pΓ be a unit tangent vector. Let U be a star-shaped neighborhood of p,

and let I be the interval in the decomposition of U = ∨jIj (as the sum of open half intervals)
which corresponds to the vector ~u. For ε > 0 sufficiently small, we denote by p+ε~u the unique
point at distance ε from p on I.

A function f : Γ → R is called piecewise smooth if there exists a simple graph model
G = (V,E) of Γ such that the restriction of f to the closed intervals Ie, for e ∈ E, are all of
class C1. A piecewise smooth function is necessarily continuous.

Let f : Γ→ R be a piecewise smooth function on a metric graph Γ. Let x ∈ Γ a point of
Γ and ~u ∈ T 1

xΓ a unit tangent vector to Γ at x. The (outgoing) slope of f along ~u denoted
by d~u(f), or sometime by sl~u(f), is by definition

d~u(f) := lim
ε→0+

f(p+ ε~u)− f(p)

ε
.

A rich class of piecewise smooth functions is provided by piecewise linear functions. These
are functions f : Γ→ R for which there exists a simple graph model G = (V,E) of Γ such that
on any interval Ie in Γ, for any e ∈ E, the function f restricts to an affine linear function.
Equivalently, these are piecewise smooth functions whose set of slopes along unit tangent
vectors take only a finite number of values. In particular, a piecewise smooth function with
slopes in the set of integers is necessarily piecewise linear.

1.2.2. Divisors on metric graphs and Riemann-Roch theorem. We now explain
how any metric graph Γ provides a Riemann-Roch formalism, as in the set-up of Remark 8.

Let Γ be a metric graph. Define Rat(Γ) as the set of all piecewise linear functions on Γ
with integral slopes, i.e., such that for any p ∈ Γ, and ~u ∈ T 1

pΓ, d~uf ∈ Z. This is a group
under point-wise addition of functions.

For any function f ∈ Rat(Γ), and any point x ∈ Γ, define the order of vanishing function
ordx(.) as the sum of outgoing slopes of f along tangent vectors in T 1

xΓ, i.e.,

ordx(f) :=
∑

~u∈T 1
xΓ

d~uf, for all f ∈ Rat(Γ).

It is straightforward to see that Rat(Γ) and ordx : Rat(Γ)→ Z verify the properties given in
Remark 8, namely, that for any f ∈ Rat(Γ),

• for all but finitely many x ∈ Γ, ordx(f) = 0; and
• ∑x∈Γ ordx(f) = 0.

This shows that we can formally define a framework of divisors as in the previous section
and define rank of divisors. The group of divisors Div(Γ) is the free abelian group on points
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of Γ. A divisor D ∈ Div(Γ) is written as

D =
∑

x∈Γ

D(x)(x), with D(x) ∈ Z,

where D(x) is the coefficient of D at x, and all but finitely many D(x) are zero. The set of
points x ∈ Γ with D(x) 6= 0 is called the support of D and denoted by supp(D).

The arithmetic genus of Γ denoted by g = g(Γ) is by definition the genus of any loopless
graph model G = (V,E) of Γ, so g = |E| − |V | + 1. One verifies that it does not depend on
the choice of the model. The canonical divisor K of Γ is by definition

K :=
∑

x∈Γ

(val(x)− 2)(x),

which belongs to Div(Γ) since all but only finitely many points of Γ have valence two.

The next theorem states that Γ with the above data satisfies the Riemann-Roch formalism.

Theorem 19 (Gathmann-Kerber [114], Mikhalkin-Zharkov [188]). Let Γ be a metric
graph of genus g. For any divisor D on Γ, we have r(D)− r(K −D) = deg(D)− g + 1.

The theorem can be proved by a limit argument from the finite graph case [114] or by a
similar strategy as in the proof given in the finite graph case, by extending the definition of
reduced divisors to metric graphs [188].

1.2.3. Reduced divisors. Let Γ be a metric graph, and let X be a closed subset of Γ.
For any point x ∈ X, the out-valence of x from X that we denote by outvalX(x) is the number
of connected components of U \ {x} which lie Γ \ X for any star-shaped neighbourhood U
of x of radius r, for any sufficiently small r > 0. The points which have a strictly positive
out-valence are those points which lie on the boundary of X. Equivalently, outvalX(x) is the
number of unit tangent vectors ~u in T 1

xΓ which verify the property that for any sufficiently
small ε > 0, the point x+ ε~u lies outside X.

The definition of reduced divisors can be now extended naturally to metric graphs. Let p
be a point of Γ.

A divisor D on Γ is called p-reduced if the following two conditions hold:

(i) for any x ∈ Γ \ {p}, D(x) ≥ 0, and
(ii) for any closed subset X ⊆ Γ with p /∈ X, there exists a point x ∈ X with

outvalX(x) > D(x).

It is easy to see that the definition extends the definition in the finite graph case in the
following sense. Let G = (V,E) be a finite graph model of Γ, and suppose that p belongs to
V . A divisor D with support in the set of vertices V of G is p-reduced in Γ if and only if it
is p-reduced seen as a divisor in G.

We have the following theorem.

Theorem 20. For any divisor D on Γ, there exists a p-reduced divisor Dp linearly equiv-
alent to D. Moreover, Dp is unique.

The proof strategy is similar to the finite graph case, see e.g. [Ami5, 135].
The theorem (and its proof) lead to the following characterisation of divisors of non-

negative rank, as in the finite graph case.

Proposition 21. A divisor D on Γ has a non-negative rank if and only if Dp(p) ≥ 0 for
the p-reduced divisor in the linear equivalence of D (and p ∈ Γ).
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1.2.4. The reduced divisor map and variation of reduced divisors. For a non-
negative integer d, denote by Σd the symmetric group of order d. It acts in a natural way
on the d-fold product Γd = Γ × · · · × Γ. The quotient Γ(d) := Γd/Σd with the induced
quotient topology is called the d-fold symmetric product of Γ. It has a natural piecewise
linear structure [Ami5].

Let now D be a divisor of degree d and non-negative rank. For any point p ∈ Γ the

p-reduced divisor Dp can be written as the sum of d points of Γ, Dp =
∑d

j=1(xj). We define

the map Φ : Γ → Γ(d) by sending the point p to the point (x1, . . . , xd) ∈ Γ(d). We proved
in [Ami5] the following theorem.

Theorem 22 ([Ami5]). Let D be a divisor of degree d and of non-negative rank. The

map Φ : Γ→ Γ(d) defined by reduced divisors is continuous.

The proof actually provides an explicit description of the behaviour of reduced divisors
under the variation of the base-point.

The theorem has some interesting applications which will be discussed later. But before,
we will turn to the question of comparing the divisor theory on metric graphs and finite
graphs. This will be then the occasion to introduce the useful concept of specialisation.

1.2.5. Rank-determining sets. The rank of a divisor D in a metric graph, as defined
above, is the maximum integer r ≥ −1 such that for any effective divisor E of degree r on Γ,
there exists f ∈ Rat(Γ) with div(f) +D − E ≥ 0.

From a practical point of view, this definition requires an infinite number of verification.
It is natural to wonder if there is a more effective way, in particular finite, of determining the
rank of a divisor. This gives rise to the following definition.

A subset A ⊂ Γ is called rank-determining if for any divisor D in Γ, the rank of D can be
calculated only by taking in the above definition effective divisors of degree r with support
in A. More precisely, if the following holds

r(D) = min
E≥0, supp(E)⊆A
|D−E|=∅

deg(E)− 1.

Equivalently, A is rank-determining if the following statements become equivalent in Γ
for any integer r ≥ −1:

• r(D) ≥ r.
• For any effective divisor E of degree r with support supp(E) ⊆ A, |D − E| 6= ∅.

Remark 23. The definition of rank-determining sets can be extended to any set verifying
the Riemann-Roch formalism, in the abstract setting of Remark 8.

The main theorem on rank-determining sets is the following.

Theorem 24 (Luo Ye [178]). Let A ⊂ Γ such that the closure of any connected component
of Γ \ A in Γ is contractible. Then A is rank-determining. In particular, the vertex set of a
graph model of Γ without loop is rank-determining.

Note that the theorem in particular implies that to calculate the rank of a divisor in a
metric graph, one needs to only check a finite number of effective divisors E.

We now briefly explain how to obtain the theorem as a direct application of the continuity
of the reduced divisor map, Theorem 22, following [Ami5]. The proof actually gives the
stronger theorem 26, which gives a characterisation of rank-determining sets in metric graphs.
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Let D be a divisor on Γ, with r(D) ≥ 0. The following can be obtained by induction.

Proposition 25. Let A ⊂ Γ. The two following assertions are equivalent.

(1) A is rank-determining.
(2) For any divisor D, r(D) ≥ 1 if Dp(p) ≥ 1 for any p ∈ A.

Let now A be a subset of Γ as in Theorem 24, namely that the closure in Γ of any
connected component of Γ \ A is contractible. By the above proposition, we need to show
that for a divisor D we have r(D) ≥ 1 provided that Dp(p) ≥ 1 for any p ∈ A. Note that
r(D) ≥ 1 if and only if Dp(p) ≥ 1 for all p ∈ Γ. So it will be enough to show that if Dp(p) ≥ 1
for all p ∈ A, then the same for all points of Γ.

Let D be a divisor and denote by X the set of all points x ∈ Γ such that D(x) ≥ 1. Since

the reduced divisor map Φ : Γ→ Γ(d) is continuous, X is a closed subset of Γ. We prove that
if A ⊂ X, then X = Γ, which proves the theorem. Reasoning by absurd, let U be a connected
component of Γ \X, and denote by T its closure in Γ.

For any point x in the interior of T , we have Dx(x) = 0. Since Dx is x-reduced and
Dx(x) = 0, by the definition of reduced divisors, one easily verifies there is a sufficiently small
neighborhood Ux of x such that Dx is y-reduced for any y ∈ Ux. In particular, the map Φ is
locally constant in the interior of U , which by continuity shows that it is globally constant
on U , and is thus constant on T = U . Let D0 = Φ(p) for a point p ∈ T , so D0 is x-reduced
for any x ∈ T . In addition, Dx(x) ≥ 1 for all x ∈ ∂T .

Let Y be a connected component of Γ\U . If A verifies the conditions of the theorem, then
T is a metric tree, and for any y ∈ ∂Y , outvalY (y) = 1 ≤ D0(y). In particular, D0 cannot be
p-reduced for any point p in the interior of T . This finishes the proof of Theorem 24. 2

A subset A of Γ is called special if for any open subset U ⊂ Γ \ A, there is a connected
component Y of Γ \ U such that all the points y ∈ ∂Y on its boundary have out-valence
outvalY (y) = 1. The following stronger theorem holds.

Theorem 26 (Luo Ye [178]). A subset A is rank-determining if and only if it is special.

The non-trivial direction is to show that when A is special, then it is rank-determining.
One can follow the proof of Theorem 24, and for the choice of Y in the last step, one takes
the connected component Y of Γ \ U which has the property outvalY (y) = 1 for all y ∈ ∂Y .
For any point p in the interior of U , the divisor D0 cannot be p-reduced as the closed set Y
does not verify the second property in the definition of p-reduced divisors.

Remark 27. Theorem 26 implies in particular that any metric graph Γ has a rank-
determining set of size bounded by g+ 1, where g is genus of Γ. In fact for a spanning tree T
of a finite graph model G of Γ, choose a point in the interior of any of the g edges in E \ T
gives a special set which is rank-determining.

1.2.6. Morphisms of Riemann-Roch structures and specialisation inequality.
This is a continuation of Remarks 8 and 23. Let X1 and X2 be two structures satisfying
the Riemann-Roch formalism. More precisely, X1 and X2 are endowed with sets of rational
functions Rat(X1) and Rat(X2), respectively, and the order of vanishing functions ordx1 and
ordx2 are defined for any point x1 ∈ X1 and x2 ∈ X2 such that the two properties in Remark 8,
i.e., finiteness and logarithmic product formula, are verified for both X1 and X2.

A morphism of Riemann-Roch structures from X1 to X2 is the data of

• a map of sets τ : X1 → X2, and
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• a morphism of groups φ : Rat(X1)→ Rat(X2),

such that the following condition holds:

for any function f ∈ Rat(X1), τ∗(div(f)) = div(φ(f)),

where τ∗ is the canonical extension by linearity of τ to a morphism of groups from Div(X1)
to Div(X2).

With this preparation, we have the following proposition.

Proposition 28 (Specialisation inequality in the abstract setting). Notations as above,
assume that τ(X1) is rank-determining in X2. Then for any divisor D on X1, we have

rX2(τ∗(D)) ≥ rX1(D)

A natural example of a morphism of Riemann-Roch structures is obtained as follows. Let
G = (V,E) be a connected finite graph without loops. One can naturally associate a metric
graph Γ to G by declaring `e = 1 for all edges e ∈ E.

We have the inclusion map τ : V → Γ, which extends to an injective morphism τ∗ :
Div(G) ↪→ Div(Γ). In addition, we have an injective morphism of groups φ : Rat(G) ↪→
Rat(Γ) given by interpolation, i.e., which sends a function f : V → Z to the function φ(f) :
Γ→ R given on any interval Ie, for e = uv ∈ E, by the linear interpolation of the two values
of f on u and v. Since `e = 1, one verifies that the function g belongs to Rat(Γ). It is easy
to see that τ∗(div(f)) = div(φ(f)). Since V is rank-determining in Γ, from the specialisation
inequality, we get for any divisor D with support in V (G) that rG(D) ≤ rΓ(D). Actually, we
see that the equality holds in this setting.

1.2.7. Comparison theorem between ranks in graphs and metric graphs. Let
G be a finite connected loopless graph and Γ be the metric realisation of G with uniform edge
lengths equal to one.

We have the following theorem.

Theorem 29 (Hladký-Kràl’-Norine [135]). For any divisor D ∈ Div(G) ⊂ Div(Γ), the
equality rG(D) = rΓ(D) holds.

We already explained how the specialisation inequality gives rG(D) ≤ rΓ(D). It remains
to prove the inequality rΓ(D) ≤ rG(D). Let E ≥ 0 a divisor in Div(G) of degree rG(D) + 1
such that rG(D−E) = −1. Let D′ := D−E, and fix p ∈ V . The p-reduced divisor D′p ∼ D′
in G is at the same time linearly equivalent to D′ in Γ and p-reduced in Γ. Observe now that
D′p(p) < 0 since rG(D′) = −1, which implies rΓ(D′) = −1. In particular, |D − E| = ∅ in Γ,
and so rΓ(D) ≤ rG(D).

1.2.8. Abel-Jacobi Theorem. In this section, we give the formulation of Abel-Jacobi
theorem in metric graphs.

1.2.8.1. Integration and Jacobian of metric graphs. Let G = (V,E) be a loopless con-
nected graph. Recall from the previous section that we denote by E the set of all possible
orientations of the edges of G.

Let A be a ring with unite. The space H1(G,A) can be identified with the space of A-
flows on the graph. These are the space of applications ω : E→ A which verify the following
two properties:

• For any edge e = uv ∈ E, ω( ~uv) = −ω( ~vu).
• For any veretx v ∈ V ,

∑
uv∈E ω( ~vu) = 0.
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We denote the space of A-flows by ΩA(G). The space ΩA(G) is isomorphic to Ag.
We extend the definition to any metric graph Γ by defining an A-flow in Γ as a flow on

any loopless graph model of Γ. The space of A-flows in Γ is denoted by ΩA(Γ). Note that
any ω ∈ ΩA(Γ) gives a map ω : T 1Γ → A, so that elements of ΩA(Γ) can be regarded as
one-forms on Γ (where the notation).

Let the pair (G = (V,E), `) be a loopless finite graph model of a metric graph Γ. Let
ω ∈ ΩR(Γ) be an R-flow. For any oriented edge ~uv of G, define the integration of ω along ~uv
as ∫

~uv
ω := ω( ~uv)`uv,

where `uv is the length of the edge uv. Obviously, we have
∫
~uv ω = −

∫
~vu ω. The integration

extends naturally to define integration of flows on locally isometric paths γ : [0, T ]→ Γ: any
such path γ can be subdivided by a sequence t0 = 0 < · · · < tN = T such that γ[ti,ti+1] is an
isometry. There exists a model (G = (V,E), `) of Γ such that all the points γ(ti) belong to
the vertex set of the model. We define

∫

γ
ω :=

N−1∑

i=0

ω(
−−−−−−−−→
γ(ti)γ(ti+1))(ti+1 − ti).

It is straightforward to check that this definition does not depend on the choice of the model
and the points ti.

In particular any oriented cycle ~γ defines a linear form ΩR(Γ) → R, which sends ω to∫
~γ ω. This defines an inclusion map

ΩZ(Γ) ↪→ ΩR(Γ)∗.

Define H as the image of this map. It is a lattice of full rank g in ΩR(Γ)∗

The Jacobian of Γ is the g-dimensional real torus

Jac(Γ) := Ω∗R/H.

Example 30. Let Γ = C` the cycle of length `. Fixing an orientation ~γ for the cycle, gives
a canonical identification ΩR(Γ) ' R. Let ω1 ∈ ΩR(Γ) be the unite flow on Γ, corresponding
to 1 ∈ R. The linear form

∫
~γ sends ω1 to `. Thus, the subspace H is simply `Z ⊂ R. It

follows that the Jacobian of Γ is given by Jac(C`) = R/`Z ' C`.
1.2.8.2. The map AJ : Pic(Γ)→ J(Γ). For any locally isometric path γ : [0, T ]→ Γ in Γ,

the boundary of γ, denoted by ∂γ, by

∂γ = (γ(T ))− (γ(0)) ∈ Div(Γ).

Let D be a divisor of degree zero on Γ. We can write D =
∑N

i=1(qi)− (pi), for integer N
and points pi, qi ∈ Γ. For each i, we choose a locally isometric path γi from pi to qi, to have
a collection of locally isometric paths γ = {γi} such that ∂γ = D.

For any other collection γ′ of locally isometric paths with ∂γ′ = D, we have ∂γ+∂γ′ = 0,
and so we have∫

γ
−
∫

γ′
∈ H.

It follows that there exists a well-defined map

AJ : Div0(Γ) −→ Jac(Γ) = ΩR(Γ)∗/H



30 1. ALGEBRAIC GEOMETRY OF GRAPHS

which send a divisor D ∈ Div0(Γ) to
∫
γ for any collection of paths as above with ∂γ = D.

Recall that we define Pic(Γ) := Div0(Γ)/Prin(Γ), where Prin(Γ) consists of all the divisors
of the form div(f) for some f ∈ Rat(Γ).

We have the following Abel-Jacobi theorem for metric graphs.

Theorem 31 (Mikhalkin-Zharkov [188]). The map Ψ factorises through Pic(Γ) and in-
duces an isomorphism AJ : Pic(Γ)→ J(Γ).

1.2.8.3. Abel-Jacobi map AJp : Γ → J(Γ). Let Γ be a metric graph, and p a fix point of
Γ. One defines the Abel-Jacobi map AJ : Γ→ J(Γ) by

AJp(x) := AJ((x)− (p0)).

Let (G = (V,E), `) be a loopless graph model of Γ. A bridge e ∈ E is an edge such that
G \ {e} is disconnected. Contracting a bridge e = uv in G leads to a graph G/e defined by
identifying the two vertices u and v, removing the edge e and keeping all the other edges
of G in G/e. (Thus G/e has one less vertex and one less edge compared to the number of
vertices and edges in G.) Denote by e1, . . . , ek all the bridges in G. Contracting e1, . . . , ek
consecutively, leads to a graph G̃ which does not contain any bridge anymore, and which has

edge set Ẽ = E \ {e1, . . . , ek}. We denote by Γ̃ the metric realisation of (G̃, `|Ẽ).

Proposition 32. The Abel-Jacobi map AJp retracts all the segments in Γ corresponding

to the bridges e1, . . . , ek, and gives an embedding Γ̃ ↪→ J(Γ̃).

1.2.9. Torelli theorem. Let G1 = (V1, E1) and G2 = (V2, E2) be two connected graphs,
and consider the metric graphs Γ1 and Γ2, metric realisations of G1 and G2 with uniform
edge lengths equal to one, respectively.

We say that G1 and G2 are Whitney equivalent if there exists a bijection φ : E1 → E2

such that a set of edge X in E1 contains a cycle in G1 if any only if φ(X) contains a cycle in
G2. This is equivalent to saying that the graphical matroid associate to G1 is isomorphic to
the graphical matroid associated to G2.

Consider the Jacobian tori J(Γ1) and J(Γ2) endowed with the flat metric induced by the
pairing 〈, 〉i on H1(Γi,R), described above, for i = 1, 2. We have the following Torelli theorem
for graphs.

Theorem 33 (Gerrizen [116], Artamkin [15], Caporaso-Viviani [64]). Notations as above,
we have J(Γ1) ' J(Γ2) if and only if G1 and G2 are Whitney equivalent.

The theorem can be extended to any metric graphs. Consider two metric graphs Γ1 and

Γ2. Let Γ̃1 and Γ̃2 be the metric graphs obtained from Γ1 and Γ2, respectively, by contracting

the bridge edges of any simple graph models. Note that we have J(Γi) ' J(Γ̃i), for i = 1, 2.

If Γ1 and Γ2 have genus one, then J(Γ1) ' J(Γ2) if and only if Γ̃1 ' Γ̃2. Otherwise, if they
both have genus larger than two, then let G1 = (V1, E1) and G2 = (V2, E2) be the minimal

models of Γ̃1 and Γ̃2 with the corresponding length functions `1 and `2, respectively. Then
we have J(Γ1) ' J(Γ2) if any only if there exists a bijection φ : E1 → E2 under which G1

and G2 become Whitney equivalent, and such that in addition, for any edge e ∈ E1, we have
`1(e) = `2(φ(e)) [116, 64].

Whitney gives in [243, 242] a complete characterisation of the Whitney equivalence.
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Theorem 34. The Whitney equivalence is the equivalence relation between graphs gen-
erated by the following two types of elementary Whitney equivalence relations. Let H1 and
H2 be two disjoint graphs, and consider vertices v1,1, v1,2 in H1, and vertices v2,1, v2,2 in H2.
Then

• (Change of the cut-vertex) H1 ∨v1,1=v2,1 H2 and H1 ∨v1,2=v2,2 H2 are elementary
equivalent, and
• (Twisting) the two graphs H1 tH2/{v1,1 = v2,1 , v1,2 = v2,2} and H1 tH2/{v1,2 =
v2,1 , v1,1 = v2,2} are elementary equivalent. (I.e., we glue the two graphs by identi-
fying the two pair of vertices in two different ways).

1.2.10. Combinatorics of the flow Voronoi cells. Let H be a finite dimensional real
vector space endowed with a scalar product, and denote by q the corresponding quadratic
form. Let S be a discrete subset of H. For any point λ in S, the Voronoi cell Vorλ of λ with
respect to q is defined as

Vorλ =
{
x ∈ H | q(x− λ) ≤ q(x− µ) for any other point µ ∈ S

}
.

The Voronoi diagram of S is the decomposition of H induced by the cells Vorλ, for λ ∈ S . It
is straightforward to see that each cell of the Voronoi diagram is a polytope or a polyhedron
(in the case there are cells of infinite volume).

Let now Γ be a metric graph with a finite graph model G and a length function `. Consider
the discrete subset H of ΩR(Γ)∗, as defined in the previous section, and let q be the quadratic
form induced by 〈 , 〉 on ΩR(Γ)∗. By translation-invariance of q, the cells of the Voronoi
diagram are all translations of each other. It follows that the Voronoi cell decomposition of
ΩR(Γ)∗ is completely understood by the Voronoi cell Vor0 of the origin, which is a polytope.
We call Vor0 the flow Voronoi polytope of Γ.

Consider the set of all faces of the polytope Vor0 ordered by inclusion. They form a finite
poset that we call the flow face poset of Γ and denote by FP. Affirming a conjecture of Capo-
raso and Viviani [64], and answring a question raised by Bacher-de la Harpe-Nagnibeda [17],
we give in [Ami6] a complete description of this poset in terms of the combinatorics of the
graph G, that we now explain.

An orientation D of a connected graph G is called strongly connected if any pair of vertices
u and v in D are connected both by an oriented path from u to v and by an oriented path from
v to u. An orientation of a (non necessarily connected) graph G is called strongly connected
if the orientation induced on each of the connected components is strongly connected.

Let G be a given graph (with possibly multiple edges and loops). Define the following
poset SC, that we call the poset of strongly connected orientations of subgraphs of G: the
elements of SC(G) are all the pairs (H,DH) where H is a subgraph of G and DH is a strongly
connected orientation of the edges of H. (Vertices and the edges of G are labeled, so parallel
edges are distinguished in dealing with subgraphs.) A partial order � is defined on SC as
follows: given two elements (H,DH) and (H ′, DH′) in SC, we have (H,DH) � (H ′, DH′) if
and only if H ′ ⊆ H and the orientation DH′ is the orientation induced by DH on H ′. It
is quite straightforward to see that (SC,�) is a graded poset, and the grading is given by
g minus the genus of the underlying subgraph. Note that (∅, ∅) is the maximum element of
(SC,�).

We have the following theorem.
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Theorem 35 ([Ami6]). The two posets FP and SC are isomorphic.

In [AmiEst1], we formulate and prove an analogue description of the cut Voronoi cell,
which is the Voronoi cell of the cut lattice [17]. The results are then used to study limits of line
bundles and linear series on degenerating families of curves, and to provide compactifications
of those spaces, generalising results of [104] to more general semistable curves.

1.3. Extension to sublattices of the root lattice An

In [AmiMan], we discuss the existence of Riemann-Roch formalism for other sublattices
of the root lattice An. The lattice An ⊂ Rn+1 is the set of all points of Zn+1 whose coordinates
sum up to zero. Let now L be a sub-lattice of An of full-rank. By considering the quotient
Zn+1/L, it defines a a linear equivalence relation on the set of points of Zn+1 D ∼ D′ if and
only if D − D′ ∈ L. One can then talk about the positivity of points and define rank of
an integral point in the same way the rank of divisors are defined in graphs. In the case,
the lattice L is the image of Zn+1 by a graph Laplacian, this coincides with the the theory
of divisors and their rank exposed in the first section. The natural question is then: which
lattices satisfy a Riemann–Roch theorem?

In [AmiMan] we study this question. We show that Riemann-Roch theory associated to
a full rank sub-lattice L of An is related to the study of the Voronoi diagram of the lattice
L in the hyperplane H0 generated byAn under a certain simplicial distance function (these
are (non-symmetric) distance functions whose balls are simplices). The whole theory is then
captured by the corresponding critical points of this simplicial distance function.

To such a sublattice, we associate two geometric invariants, the min- and the max-genus,
denoted respectively by gmin and gmax. The invariant gmax is a generalisation of the Frobenius
number and appears also in Lorenzini’s work [174] in defining zeta functions for lattices. We
call a lattice uniform if both its genera are equal.

We define a characteristic property for a given sub-lattice of An that we call reflection
invariance. It is a sort of symmetry for the critical points of the simplicial distance function.
Our main theorem is then

Theorem 36 (Riemann-Roch [AmiMan]). Let L be a uniform reflection invariant sub-
lattice of An. Then there exists a point K ∈ Zn+1, called canonical, such that for every point
D ∈ Zn+1, we have

r(D)− r(K −D) = deg(D)− g + 1,

where g = gmin = gmax.

It is possible to prove directly that Laplacian lattices of undirected connected graphs
are uniform and reflection invariant, obtaining in this way an alternative geometric proof of
Riemann-Roch theorem for graphs, see [AmiMan] for more details. In this way, one can give
a purely combinatorial justification to the canonical divisor of a graph.



CHAPTER 2

Metrised complexes and limit linear series

This chapter presents an overview of the results obtained in our papers [AmiBa, AmiCa,
Ami8]. We use the occasion to recall results underlying the structure of Berkovich analytic
curves, which is the elegant and ideally situated framework for our purpose. The section on
Berkovich curves will be also important for us in the next chapters.

Limit linear series were introduced by Eisenbud and Harris in the eighties [98], and allowed
them to obtain a number of interesting results concerning the geometry of curves and their
moduli spaces, e.g. [99, 100, 101]. Their theory has undergone numerous developments and
improvements in the last thirty years. However, the theory of limit linear series only applies
so far, for the most part, to a rather restricted class of reducible curves, namely those of
compact type, i.e., nodal curves whose dual graph is a tree1

Baker studied in [20] the well-known specialisation framework for degenerating divisors
on curves from the perspective of divisor theory on graphs, which degenerates complete linear
series on a regular semistable family of curves to a complete linear series on the dual graph of
the special fibre. This happens to be more or less orthogonal to the Eisenbud-Harris theory,
in that it works best for special fibres which are maximally degenerate, meaning that the
dual graph has arithmetic genus (Betti number) equal to the genus of the generic fibre. In
particular, specialising to the dual graph provides no information whatsoever when the special
fibre is of compact type. Intriguingly, both the Eisenbud-Harris theory and Baker’s work [20]
lead to simple proofs of the celebrated Brill-Noether theorem of Griffiths-Harris [98, 80].

In [AmiCa], we partially remedy this loss of information by looking at vertex-weighted
graphs, where the weight attached to a vertex is the genus of the corresponding irreducible
component of the special fibre.

In our paper [AmiBa], we introduce a theoretical framework suitable for generalising both
the Eisenbud-Harris theory of limit linear series and the work of Baker on specialisation of
divisors from curves to graphs by introducing metrised complex of algebraic curves; metrised
complexes have a mixture of both combinatorial and algebraic points; the combinatorial
points are the points of a metric graph and the algebraic points are points in curves (which
can even live in different characteristics). To a curve X defined over a non-Archimedean
field K, together with a semistable model X for X over the valuation ring R of K, we can
naturally associate a corresponding metrised complex CX of curves over the residue field κ of
K. We show that metrised complexes have an algebraic geometry analogous to that of usual
algebraic curves in the sense that they are examples of Riemann-Roch structures, as we defined
in the previous section. Furthermore, they come both with a forgetful map to the underlying

1Note however very recent developments in the work of Osserman where a generalisation to curves of
pseudo-compact type curves is proposed [201, 202], and in our series of papers [AmiEst1, AmiEst2,
AmiEst3] where a different approach based on toric tilings is proposed.

33
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Figure 1. The geometric realization of a metrised complex of genus four.

combinatorial data and a specialisation map from the generic fibre, in the case they are
associated to semistable models, which both provide morphisms of Riemann-Roch structures.
This allows to apply the formalism of the previous chapter and to get a specialisation theorem
for rank of divisors, from which we recover both the original specialisation lemma of Baker [20]
and the extension obtained in [AmiCa].

As an application, we establish a concrete link between specialisation of divisors from
curves to metrised complexes and the Eisenbud-Harris theory of limit linear series. This
allows us to formulate a generalisation of the notion of limit linear series to curves which are
not necessarily of compact type and prove, among other things, that any degeneration of a
grd in a regular family of semistable curves is a limit grd on the special fibre. Furthermore, the
consideration of this work allows to propose a purely combinatorial definition of limit linear
series, which have applications we will discuss in the next chapter.

Finally, we note that metrised complexes over a field κ could be alternatively viewed as
a sort of (extended) tropicalisation of logarithmic curves, in logarithmic geometry. Since we
do not use any logarithmic geometry in what follows, we simply refer the interested reader to
the two following recent papers [58, 109].

2.1. Definition and Riemann-Roch theorem

A metrised complex C of curves consists of the following data:

• A connected finite graph G with vertex set V and edge set E.
• A metric graph Γ having G as a model, with a length function ` : E → R>0.
• For each vertex v of G, a complete, nonsingular, irreducible curve Cv over an alge-

braically closed field κv.
• For each vertex v of G, a bijection e 7→ xev between the edges of G incident to v (with

loop edges counted twice) and a subset Av = {xev}e3v of Cv(κv).

The geometric realisation |C| of C is defined to be the union of the intervals Ie of length
`e associated to the edges e of G, as in the previous chapter, and the collection of curves Cv,
with each endpoint v of an edge e (the interval Ie) identified with the corresponding marked
point xev. See Figure 1. When we think of |C| as a set, we identify it with the disjoint union of
Γ\V and

⋃
v∈V Cv(κv). Thus, when we write x ∈ |C|, we mean that x is either a non-vertex

point of Γ (a graphical point of C) or a point of Cv(κv) for some v ∈ V (a geometric point of
C).

The genus of a metrised complex of curves C, denoted g(C), is by definition g(C) =
g(Γ) +

∑
v∈V gv, where gv is the genus of Cv and g(Γ) is the genus of Γ.
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Given a metrised complex C of κ-curves, with all the κv equal to an algebraically closed
field κ, there is an associated semistable curve X0 over κ obtained by gluing the curves Cv
along the points xev (one intersection for each edge e of G) and forgetting the metric structure
on Γ. Conversely, given a semistable curve X0 over κ together with a positive real number for
each node (which can be called the thickness of the node), one obtains an associated metrised
complex of κ-curves by letting G be the dual graph of X0, Γ the metric graph associated
to G and the length function given by the thickness, Cv the normalisation of the irreducible
component Xv of X0 corresponding to v, and Av the preimage in Cv of the set of nodes of
X0 belonging to Xv.

A divisor on a metrised complex of curves C is an element D of the free abelian group on
|C|. Thus a divisor on C can be written uniquely as D =

∑
x∈|C| ax(x) where ax ∈ Z, all but

finitely many of the ax are zero, and the sum is over all points of Γ\V as well as Cv(κv) for
v ∈ V . The degree of D is defined to be

∑
ax.

To a divisor on C, we can naturally associate a divisor DΓ on Γ, called the Γ-part of D,
as well as, for each v ∈ V , a divisor Dv on Cv (called the Cv-part of D). The divisor Dv is
simply the restriction of D to Cv, i.e. Dv =

∑
x∈Cv(κ)D(x)(x), and DΓ is defined as

DΓ =
∑

x∈Γ\V
D(x)(x) +

∑

v∈V
deg(Dv)(v),

where D(x) denotes the coefficient of x in D.
In particular, the degree of D equals the degree of DΓ. One could equivalently define a

divisor on C to be an element of the form D = DΓ ⊕
∑

vDv of Div(Γ) ⊕ (⊕v Div(Cv)) such
that deg(Dv) = DΓ(v) for all v in V .

A nonzero rational function f on a metrised complex of curves C is the data of a rational
function fΓ on Γ and nonzero rational functions fv on Cv for each v ∈ V . (We do not impose
any compatibility conditions on the rational functions fΓ and fv.) We call fΓ the Γ-part of f
and fv the Cv-part of f.

We define order of vanishing functions ordx(.) at points of C as follows. For a rational
function f on C and a point x ∈ C, ordx(f) is defined as follows:

• If x ∈ Γ\V , then ordx(f) = ordx(fΓ), as defined in the previous chapter (namely,
this is the sum of the slopes of fΓ in all unit tangent directions emanating from x).
• If x ∈ Cv(κv)\Av, then ordx(f) = ordx(fv).
• If x = xev ∈ Av, then ordx(f) is the sum of ordx(fv) and the slope fΓ in the unite

(outgoing) tangent vector at v in the direction of the edge e.

With these definitions, one easily verifies for a metrised complex C and Rat(C) the two
properties of finiteness and logarithmic product formula of Remark 8 in the previous chapter.
It follows that we have Riemann-Roch formalism in this setting, and so we can define linear
equivalence and rank of divisors on any metrised curve complex.

We already defined the genus of C. A canonical divisor on C, denoted K, is defined to be
any divisor linearly equivalent to

∑
v∈V (Kv+Av), whereKv is a canonical divisor on Cv andAv

is the sum of the degG(v) points in Av. The Γ-part of K is K# =
∑

v (degG(v) + 2gv − 2) (v),
and the Cv-part of K is Kv +Av.

With these definitions, the following theorem states that C satisfies Riemann-Roch.
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Theorem 37 (Riemann-Roch for metrised curve complexes [AmiBa]). Let C be a metrised
complex of algebraic curves, and K a divisor in the canonical class of C. For any divisor
D ∈ Div(C), we have

rC(D)− rC(K −D) = deg(D)− g(C) + 1.

We remark that the above theorem generalises both the classical theory for algebraic
curves and the corresponding theory for metric graphs, exposed in the previous chapter. The
former corresponds to the case where G consists of a single vertex v and no edges and C = Cv
is an arbitrary smooth curve. The latter corresponds to the case where the curves Cv have
genus zero for all v ∈ V . Since any two points on a curve of genus zero are linearly equivalent,
it is easy to see that the divisor theories and rank functions on C and Γ are essentially
equivalent. In the presence of higher genus curves among the Cv, the divisor theories on Γ
and C can be very different. In addition, different choices of Av can drastically change both
the linear equivalence relation and the rank function.

2.2. Background on Berkovich curves

In this section we provide a brief overview of the parts of Berkovich’s theory of non-
Archimedean analytic spaces which are important for our purposes. More details can be
found in [27, 94, 232].

2.2.1. Non-Archimedean analytic spaces. Let K be a complete and algebraically
closed non-trivially valued non-Archimedean field with valuation ring R and residue field κ.
Let X/K be an algebraic variety, i.e., a reduced, separated scheme of finite type over K.
The (Berkovich) analytification Xan of X, as a topological space, can be defined as follows.
Points of Xan can be identified with pairs x = (ξ, | |ξ) consisting of a (scheme-theoretic)
point ξ ∈ X and an extension | |ξ of the absolute value on K to the residue field K(ξ) of ξ.
The topology on Xan is the weakest one for which Uan ⊂ Xan is open for every open affine
subset U ⊂ X and the function x 7→ |f(x)| is continuous for every f ∈ OX(U). (Here, by
a standard abuse of notation, f(x) denotes the image of f in the residue field of ξ, where
x = (ξ, | |ξ), and |f(x)| is shorthand for |f(x)|ξ.) There is a canonical inclusion from the set
X(K) of closed points of X into Xan with dense image. The induced topology on X(K) is
the canonical analytic topology with respect to which X(K) is totally disconnected and not
locally compact. By contrast, the larger space Xan is locally compact, Hausdorff, and locally
path-connected. Furthermore, Xan is compact iff X is proper and path-connected iff X is
connected. There is a category of (Berkovich) K-analytic spaces which includes as a special
case the analytifications of algebraic varieties over K. The association X 7→ Xan is a functor
from algebraic varieties over K to K-analytic spaces. Any open subset Xan can be given a
K-analytic structure in a natural way.

2.2.2. Open discs and open annuli. Points x in the Berkovich affine line (A1)an over
K can be identified with multiplicative seminorms | |x on the one-variable polynomial ring
K[T ] extending the given absolute value on K. An open ball in (A1)an is an open subset of
the form {x ∈ (A1)an | |T |x < R} for some R > 0 (with the induced analytic structure).
Similarly, a punctured open ball is an open subset of the form {x ∈ (A1)an | 0 < |T |x < R}
and an open annulus is an open subset of the form {x ∈ (A1)an | r < |T |x < R} for some
0 < r < R. A generalised open annulus is either a punctured open ball (considered as an
open annulus with r = 0) or an open annulus. Each generalised open annulus A contains a
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canonical skeleton Σ = Σ(A), which is the set of all multiplicative norms | |x on K[T ] of the
form |∑ aiT

i|x = max{|ai|ρi} with r < ρ < R. As topological spaces, Σ is homeomorphic
to an open interval and there is a canonical retraction map from A onto Σ. There is also
a canonical metric on Σ: if A is an open annulus, we identify Σ with the open interval
(log r, logR), and if A is an punctured open ball then we identify Σ with the open interval
(−∞, logR).

For the rest of this section, let X/K be a smooth, proper, connected algebraic curve.

2.2.3. Types of points on curves. Points of Xan are traditionally classified into four
types, according to algebraic properties of their completed residue fields. The completed
residue field H(x) of x = (ξ, | |ξ) ∈ Xan is the completion of K(ξ) with respect to | |ξ. We
define s(x) to be the transcendence degree of the residue field of H(x) over the residue field
of K, and t(x) to be the rank of the finitely generated abelian group |H(x)×|/|K×|. By
Abhyankar’s inequality, s(x) + t(x) ≤ 1. We say that x is of type 1 if H(x) ∼= K, of type 2 if
s(x) = 1, of type 3 if t(x) = 1, and of type 4 if s(x) = t(x) = 0 but H(x) 6∼= K. The points of
type 1 in Xan are precisely the points of X(K).

2.2.4. Semistable vertex sets and skeleta. A semistable vertex set for Xan is a finite
set V of type 2 points of Xan such that the complement of V in Xan is isomorphic (as a
K-analytic space) to the disjoint union of a finite number of open annuli and an infinite
number of open balls. (Such a disjoint union is called the semistable decomposition of Xan

associated to V .) It follows from the semistable reduction theorem that semistable vertex sets
always exist, and more generally that any finite set of type 2 points of Xan is contained in
a semistable vertex set. The skeleton Γ = Σ(Xan, V ) of Xan with respect to a semistable
vertex set V is the union (inside Xan) of V and the skeletons of each of the open annuli in the
semistable decomposition ∆(V ) associated to V . Using the canonical metric on the skeletons
of these open annuli, Γ can be naturally viewed as a (finite) metric graph contained in Xan.

One can define in a similar way semistable vertex sets and skeleta for an affine curve X ′.
In this case, one must also allow a finite number of punctured open balls in the semistable
decomposition and the skeleton is a topologically finite but not necessarily finite length metric
graph – it will contain a finite number of infinite rays corresponding to the points of X \X ′,
where X is the projective completion of X ′.

The skeleton Γ of a semistable vertex set V comes equipped with a natural model G
whose vertices are the points of V and whose edges correspond bijectively to the open annuli
in the semistable decomposition associated to V . A semistable vertex set V is called strongly
semistable if the graph G has no loop edges. Every semistable vertex set is contained in a
strongly semistable vertex set.

There is a canonical retraction map τ = τV : Xan � Γ which sends a point x ∈ Xan to
itself (if x ∈ V ), to the retraction of x to Σ(A) (if x belongs to an open annulus A in ∆(V )),
or to the unique point of B̄ belonging to Σ(Xan, V ) (if x belongs to an open ball B in ∆(V )).
By a theorem of Berkovich, the map τ is in fact a strong deformation retraction. In particular,
Xan and Γ have the same homotopy type (and the homotopy type of Γ is independent of the
choice of V ).

If V is a semistable vertex set for an affine curve X ′, there is a similarly defined retraction
map τ : (X ′)an � Σ((X ′)an, V ).
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2.2.5. The genus formula. For x ∈ Xan of type 2, recall that the residue field H̃(x) of
H(x) (which could be called the double residue field” of x) has transcendence degree one over
the residue field κ of K. (Recall that K is algebraically closed by hypothesis, and therefore
κ is algebraically closed as well.) Let Cx be the unique smooth projective curve over κ with

function field H̃(x), and let gx = ω(x) be the genus of Cx. The metric graph Γ enhanced with
this genus function is referred to as an augmented metric graph.

If V is any semistable vertex set for Xan, then gx = 0 for all x 6∈ V and the genus formula
asserts that

g(X) =
∑

x∈V
gx + g(Σ(Xan, V )).

2.2.6. Tangent vectors. There is a canonical metric on H(Xan) := Xan \X(K) which
restricts to the metric on Γ = Σ(Xan, V ) for any semistable vertex set V for Xan. Note,
however, that the metric topology on H(Xan) is much finer than the subspace topology
inherited from Xan. A geodesic segment starting at x ∈ H(Xan) is an isometric embedding
α : [0, a] → H(Xan) for some a > 0 such that α(0) = x. We say that two geodesic segments
starting at x are equivalent if they agree on a neighborhood of 0. A tangent direction at
a point x ∈ H(Xan) is an equivalence class of geodesic segments starting at x, which we
represent by a unit tangent direction with respect to the metric to the canonical metric. We
denote by Tx = Tx(Xan) the set of all tangent directions at x (and identify it with the unit
tangent directions T 1

x ).

Every point x ∈ Xan has a neighborhood base consisting of simply connected open sets.
For any simply connected neighborhood U of x ∈ Xan, there is a natural bijection between
Tx and the connected components of U \ {x}. Since U \ {x} is connected for any type 1 point
x ∈ X(K) ⊂ Xan, it is natural to say that there is only one tangent direction at x when x is
of type 1. For x of type 4 we also have |Tx| = 1, and for x of type 3 we have |Tx| = 2.

If x is of type 2, on the other hand, then |Tx| is infinite. In fact, there is a canonical
bijection between Tx and Cx(κ), the set of closed points on the κ-curve Cx corresponding to
x. Equivalently, there is a canonical bijection between Tx and the set of discrete valuations

on H̃(x) = κ(Cx) which are trivial on κ. For ~ν ∈ Tx, we denote by ordν : κ(Cx)× → Z the

corresponding discrete valuation, so that for every nonzero rational function f̃ ∈ κ(Cx) we

have ordν(f̃) = ordpν (f̃), where pν is the closed point of Cx corresponding to ~ν.

2.2.7. The metrised complex associated to a semistable vertex set. Given a
semistable vertex set V for Xan, there is a canonical corresponding metrised complex CV of
κ-curves. Indeed, we have already defined a metric graph Γ = Σ(Xan, V ) corresponding to V ,
and Γ comes equipped with a natural model G whose vertices are the points of V and whose
edges correspond bijectively to the open annuli in the semistable decomposition associated
to V . For each v ∈ V , we have also defined a smooth projective curve Cv over κ. It remains
to specify, for each v ∈ V , a bijection ψv from the edges of G incident to v to a subset Av of
Cv(κ). Given such an edge e, we define ψ(e) to be the point of Cv(κ) corresponding to the
tangent direction at v defined by e.

Remark 38. Passing to a larger semistable vertex set is compatible with linear equivalence
of divisors and does not change the rank of divisors. More precisely, given two semistable
vertex sets V1 ⊆ V2, there is a natural (retraction) map τ2,1 : CV2 → CV1 which induces a
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surjective map τ2,1 : Div(CV2) → Div(CV1). In addition, τ2,1 sends principal divisors on CV2

to principal divisors on CV1 and so induces a map τ2,1 : Pic(CV2)→ Pic(CV1). It is easy to see
that τ2,1 is an isomorphism and that for any divisorD on CV2, one has rCV2(D) = rCV1(τ2,1(D)).
As a consequence, there is a canonical group PicCXan associated to Xan, defined as Pic(CV )
for any semistable vertex set V , together with a canonical rank function r : PicCXan → Z.

2.2.8. Semistable vertex sets and semistable models. Semistable vertex sets for
Xan correspond bijectively to semistable R-models X for X. (Since we are assuming that X
is proper, it does not matter if we work with algebraic or formal models for X; for simplicity,
we will work with algebraic models.) In order to explain this in more detail, recall that a con-
nected reduced algebraic curve over κ is called semistable if all of its singularities are ordinary
double points, and is called strongly semistable if in addition its irreducible components are
all smooth. A (strongly) semistable model for X is a flat and integral proper relative curve
X over R whose generic fiber is isomorphic to X and whose special fiber X̄ is a (strongly)
semistable curve.

Given a semistable model X for X, there is a canonical associated reduction map red :
X(K) → X̄(κ) which is defined using the natural bijection between X(K) and X(R). This
extends naturally to a map red : Xan → X̄. Let X̄gen be the set of generic points of irreducible
components of X̄. Then V (X) := red−1(X̄gen) is a finite set of type 2 points mapping bijectively
onto X̄gen, and moreover V (X) is a semistable vertex set for Xan. The association X 7→ V (X)
gives a bijection between semistable formal models of X and semistable vertex sets for Xan.
The model X is strongly semistable if and only if V (X) is a strongly semistable vertex set.

2.2.9. The metrised complex associated to a semistable model. Since there is a
natural bijection between (strongly) semistable vertex sets for Xan and semistable models for
X, it follows that we can canonically associate to any semistable model X a corresponding
metrised complex of κ-curves CX. However, one can give a more direct description of CX as
follows.

Let G be the dual graph of X̄, so that vertices of G correspond to irreducible components
of X̄ and edges of G correspond to intersections between irreducible components. If xe is
the ordinary double point of X̄ corresponding to an edge e of G, the formal fiber red−1(xe)
is isomorphic to an open annulus A. We define the length of the edge e to be the length of
the skeleton of A, i.e., the modulus log(R) − log(r) of A ∼= {x ∈ (A1)an | r < |T |x < R}.
(The modulus of an open annulus is well-defined independent of the choice of such an analytic
isomorphism.) In this way, we have defined a metric graph Γ = ΓX associated to X together
with a model G. The irreducible components Cv of X̄ correspond bijectively to the vertices
v of G, and we let Av ⊂ Cv be the finite set of double points of X̄ contained in Cv, so that
there is a natural bijection between Av and the edges of G incident to v. In this way we have
defined a metrised complex CX canonically associated to X. The metrised complex CX is the
same as the metrised complex CV which we previously associated to V = V (X).

One can show that essentially every metrised complex of curves comes from this construc-
tion [ABBR1].

2.2.10. Reduction of rational functions and Poincaré-Lelong. Let x ∈ Xan be
a point of type 2. Given a nonzero rational function f on X, choose c ∈ K× such that

|f(x)| = |c|. Define fx ∈ κ(Cx)× to be the image of c−1f in H̃(x) ∼= κ(Cx). Although fx
is only well-defined up to multiplication by an element of κ×, its divisor div(fx) is canonical
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and the resulting map Prin(X) → Prin(Cx) is a homomorphism. Note also that if ord is a
discrete valuation on κ(Cx) which is trivial on κ then ord(fx) is intrinsic to f .

If H is a K-linear subspace of K(X), the collection of all possible reductions of nonzero
elements of H, together with {0}, forms a κ-vector space Hx. The following elementary lemma
says that dimH = dimHx:

Lemma 39 ([AmiBa]). Let X be a smooth proper curve over K, and x ∈ Xan a point

of type 2. The κ-vector space Hx defined by the reduction to H̃(x) of an (r + 1)-dimensional
K-subspace H ⊂ K(X) has dimension r + 1.

We say that a function F : Xan → R is piecewise linear if for any geodesic segment
α : [a, b] ↪→ H(Xan), the pullback map F ◦ α : [a, b] → R is piecewise linear. The outgoing
slope of a piecewise linear function F at a point x ∈ H(Xan) along a (unit) tangent direction
~v ∈ Tx is defined to be

d~νF (x) = lim
ε→0

(F ◦ α)′(ε),

where α : [0, a] ↪→ Xan is a geodesic segment starting at x which represents ~ν. A piecewise
linear function F is called harmonic at a point x ∈ H(Xan) if the outgoing slope d~νF (x) is
zero for all but finitely many ~ν ∈ Tx, and

∑
~ν∈Tx d~νF (x) = 0.

The following theorem will be essential all through the next few chapters. It is called
the slope formula in [27] and is an immediate consequence of the non-Archimedean Poincaré-
Lelong formula worked out in detail in Thuillier’s thesis [234] (see also [49] and [248] where
an implicit form of the theorem appears).

Theorem 40 (Non-Archimedean Poincaré-Lelong - Slope formula [27, 234, 49, 248]).
Let f be a nonzero rational function on X, let X ′ be an open affine subset of X on which f
has no zeros or poles, and let F = − log |f | : (X ′)an → R. Let V be a semistable vertex set of
X ′ and let Σ = Σ(X ′, V ) be its skeleton. Then:

(1) F = F ◦ τΣ where τΣ : (X ′)an → Σ is the retraction.
(2) F is piecewise linear with integer slopes, and F is linear on each edge of Σ.
(3) If x is a type-2 point of Xan and ~ν ∈ Tx, then d~νF (x) = ordv(fx).
(4) F is harmonic at all x ∈ H(Xan).
(5) Let x ∈ X \ X ′, let e be the ray in Σ whose closure in Xan contains x, let y ∈ V

be the other endpoint of e, and let ~ν ∈ Ty be the tangent direction represented by e.
Then d~νF (y) = ordx(f).

2.2.11. Higher-dimensional metrised complexes. We restrict our attention to metrised
complexes of curves. Nevertheless, it is clear that many of the above basic definitions and
constructions should have higher-dimensional analogues. We sketch here a possible approach
which we feel merits further investigation.

Let K be a complete and algebraically closed non-trivially valued non-Archimedean field,
R the valuation ring of K, and κ its (algebraically closed) residue field. Let X be a proper
and flat strongly semistable R-scheme with smooth and irreducible generic fiber X/K. (By
strongly semistable, we mean that the special fiber X̄ has smooth irreducible components with
simple normal crossings.) The metrised complex of κ-schemes associated to X consists of the
following data:

• The simplicial complex GX (the “dual complex”) associated to X̄.
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• The skeleton ΓX of X in the sense of [35], which is the geometric realization of GX

together with its canonical integer affine structure. (Berkovich proves in loc. cit.
that there is a canonical embedding of ΓX in Xan as well as a strong deformation
retraction τ : Xan → ΓX.)
• For each vertex (0-dimensional cell) v of GX, the corresponding κ-variety Xv.
• For each face F of GX corresponding to a subset S ⊆ V , the corresponding non-

empty scheme XF = ∩v∈SXv together with its compatible family of embeddings in
XF ′ for F ′ ⊆ F . (In the terminology of some algebraic geometers, {XF }F∈GX

is the
“cubical variety” associated to X̄.)

When κ has characteristic zero, it is known that every smooth proper algebraic variety
X/K has a strongly semistable R-model. Berkovich has introduced in [34, 35] a procedure
for generalising the skeleton ΓX and the corresponding deformation retraction τ to pluristable
R-models, which allows one to utilise de Jong’s theory of alterations instead of resolution
of singularities. It would be interesting to study line bundles and intersection theory on
metrised complexes of κ-schemes associated to semistable and/or pluristable models. This
would combine the algebraic geometry of simplicial schemes with that of tropical varieties.

2.3. Specialisation

LetX be a smooth proper curve overK and let X be a semistable model ofX. As discussed
in the previous section, there is a canonical embedding of ΓX in the Berkovich analytification
Xan of X, as well as a canonical retraction map τ : Xan → ΓX. In addition, there is a
canonical reduction map red : Xan → X̄ sending X(K) to surjectively onto the closed points
of X̄. The retraction map τ induces by linearity a specialisation map τ∗ : Div(X)→ Div(ΓX).
We can promote this to a map τCX∗ whose target is the larger group Div(CX) as follows.

First, we define the map τCX : X(K) → |CX|. Let P be a point of X(K). If P satisfies
τ(P ) = v ∈ V , then red(P ) is a nonsingular closed point of Cv, and we let P̄ ∈ Cv(κ) \ Av
denote the reduction of P . The map τCX is then defined by

τCX(P ) :=

{
τ(P ) τ(P ) 6∈ V
P̄ τ(P ) ∈ V.

We also described a way to define the restriction of any rational function f on X to a
rational function on CX. For f and f as above, an application of Theorem 40 allows to obtain
the following important formula [AmiBa]

τCX∗ (div(f)) = div(f),

which simply implies that the map τX and the restriction of rational functions provide a mor-
phism of Riemann-Roch structures, as defined in Chapter 1 in Remark 8 and Proposition 28.
From this observation, we get the following general specialisation inequality.

Theorem 41 (Specialisation Theorem [AmiBa]). Let K be a complete and algebraically
closed non-Archimedean field with residue field κ, X/K a smooth, proper, connected algebraic
curve, and X a strongly semistable model of X over the valuation ring R of K. Denote by
CX the metrised complex associated to X. Then for any divisor D ∈ Div(X), we have

rX(D) ≤ rCX(τCX∗ (D)).

Since the morphism of Riemann-Roch structures from CX to ΓX is surjective, by Propo-
sition 28 of the last chapter, we get the inequality rCX(τCX∗ (D)) ≤ rΓX

(τ∗(D)), from which,
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combined with the above theorem, we immediately obtain the specialisation inequality of
Baker [20].

The above theorem is strong enough to imply as well, through a more tricky combinatorial
argument though, the specialisation inequality of our paper [AmiCa]. We recall the theorem.
Let Γ = ΓX and define a metric graph Γ# by attaching gv loops of arbitrary positive length
at each point v ∈ Γ. The genus of Γ# thus coincides with g(X).

Any divisor D in Γ defines a divisor on Γ# with the same support and coefficients (by
viewing Γ as a subgraph of Γ#). By an abuse of notation, we will also denote this divisor by
D. However, we distinguish the rank of D in Γ and in Γ#. We have

Theorem 42 (Weighted specialisation inequality [AmiCa]). For every divisor D ∈
Div(X), we have rX(D) ≤ rΓ#(τ∗(D)).

We refer to [AmiBa] for other stronger forms of the specialisation inequality.

Taken together, Theorems 41 and 37 have some interesting consequences. For example,
they allow to show that for any canonical divisor KX on X, its specialisation τCX∗ (KX) belongs
to the canonical divisor class on CX. For discretely valued R, this can be shown by adjunction
formula for arithmetic surfaces [20]. However, it does not seem obvious to prove the general
(not necessarily discretely valued) case using arithmetic intersection theory, since there does
not seem to be a satisfactory theory of relative dualising sheaves and adjunction in the non-
Noetherian setting.

2.4. Limit linear series

In this section we discuss a framework for the generalisation of Eisenbud-Harris.
A proper nodal curve X0 over κ is of compact type if its dual graph G is a tree. For such

curves, Eisenbud and Harris [98] define a notion of (crude) limit grd. A crude limit grd L on
X0 is the data of a (not necessarily complete) degree d and rank r linear series Lv on Xv for
each vertex v ∈ V such that if two components Xu and Xv of X0 meet at a node p, then for
any 0 ≤ i ≤ r,

aLvi (p) + aLur−i(p) ≥ d ,

where aLi (p) denotes the ith term in the vanishing sequence of a linear series L at p. A crude
limit series is refined if all the inequalities in the above definition are equalities.

We can canonically associate to a proper strongly curve X0 a metrised complex CX0 of
κ-curves, called the regularization of X0, by assigning a length of 1 to each edge of G, and we
write Xv for the irreducible component of X0 corresponding to a vertex v ∈ V . (This is the
metrised complex associated to any regular smoothing X of X0 over any discrete valuation
ring R with residue field κ.) We prove the following theorem.

Theorem 43 ([AmiBa]). Let CX0 be the metrised complex of curves associated to a
proper strongly semistable curve X0/κ of compact type. Then there is a bijective correspon-
dence between the following:

• Crude limit grd’s on X0.
• Equivalence classes of pairs (H,D), where H = {Hv}, Hv is an (r + 1)-dimensional

subspace of κ(Xv) for each v ∈ V , and D is a divisor of degree d supported on the
vertices of CX0 with rCX0,H(D) = r. Here we say that (H,D) ∼ (H′,D′) if there is
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a rational function f on CX0 such that D′ = D + div(f) and Hv = H ′v · fv for all
v ∈ V , where fv denotes the Cv-part of f.

In this theorem, rCX0,H(.) refers to the restricted rank of a divisor, where the rational
functions on curves are only allowed to be taken from the fixed subspace Hv, see [AmiBa]
for a precise definition.

Theorem 43, combined with our Riemann-Roch theorem for metrised complexes of curves,
provides an arguably more conceptual proof of the fact (originally established in [98]) that
limit linear series satisfy analogues of the classical theorems of Riemann and Clifford.

Theorem 43 proposes the following generalised definition of limit linear series on any
semistable curve. Let X0 be a proper strongly semistable (but not necessarily compact type)
curve over κ with regularization CX0. A limit grd on X0 is an equivalence class of pairs
(H = {Hv},D) as above, where Hv is an (r + 1)-dimensional subspace of κ(Xv) for each
v ∈ V , and D is a degree d divisor on CX0 with rCX0,H(D) = r.

We prove that if R is a discrete valuation ring with residue field κ and X/R is a regular
arithmetic surface whose generic fiber X is smooth and whose special fiber X0 is strongly
semistable, then for any divisor D on X with rX(D) = r and deg(D) = d, our specialisation
machine gives rise in a natural way to a limit grd on X0 [AmiBa].

In the next section, we refine this to a purely combinatorial definition of limit linear series.

2.4.1. Combinatorial linear series on metric graphs. In this section, we define
combinatorial linear series on metric graphs by the help of an auxiliary structure that we call
slope structure. Slope structures provide a parametrised version of rank functions of order r,
verifying a finiteness condition.

2.4.1.1. Rank functions on hypercubes and permutation arrays. Let r be a non-negative
integer, and set [r] := {0, . . . , 1}. For a positive integer d, the hypercube 2dr of dimension d
and width r is the product [r]d. We denote the elements of 2dr by vectors a = (a1, . . . , ad),
for 0 ≤ a1, . . . , ad ≤ r. There is a partial order ≤ on 2dr where for two elements a, b ∈ 2dr , we
have a ≤ b if for all i = 1, . . . , d, we have ai ≤ bi.

The smallest (resp. largest) element of 2dr is 0 := (0, . . . , 0) (resp. r = (r, . . . , r)). For
each integer 1 ≤ i ≤ d, we denote by ei the vector whose coordinates are all zero expect the
i-th coordinate which is equal to one. For 0 ≤ t ≤ r, the vector tei lies in the hypercube 2dr .
There is a lattice structure on 2dr induced by the two operations ∨ and ∧ defined by taking
the maximum and the minimum coordinate-wise, respectively: for a and b in 2dr , we have

a ∨ b := (max(a1, b1), . . . ,max(ad, bd)) a ∧ b = (min(a1, b1), . . . ,min(ad, bd)).

A function f : 2dr → Z is called supermodular if for any two elements a and b, one has

f(a) + f(b) ≤ f(a ∨ b) + f(a ∧ b).
We will be interested in a special kind of supermodular functions on 2dr .

Definition 44 (Rank function). A function ρ : 2dr → Z is called a rank function if it is
supermodular and in addition, satisfies the following conditions:

(1) The values of ρ are in the set [r] ∪ {−1}.
(2) ρ is decreasing with respect to the partial order of 2dr , i.e., if a ≤ b, then ρ(b) ≤ ρ(a).
(3) for any 1 ≤ i ≤ d, and all 0 ≤ t ≤ r, we have ρ(t em) = r − t.
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For a rank function ρ on 2dr , for an 1 ≤ i ≤ d, and for all a ∈ 2dr such that a + ei ∈ 2dr ,
one easily verifies from the supermodularity that

ρ(a)− 1 ≤ ρ(a+ ei) ≤ ρ(a).

The leads to the following definition.

Definition 45 (Jumps of a rank function). Let ρ be a rank function on 2dr . A point a
is a jump for ρ if ρ(a) ≥ 0 and for any 1 ≤ i ≤ d such that a + ei belongs to 2dr , we have
ρ(a+ ei) = ρ(a)− 1. The set of jumps of ρ is denoted by Jρ.

Example 46 (Rank functions induced by complete flags). Let r be a non-negative integer,
and let H be a vector space of dimension r+1 over some field κ. A complete flag of H consists
of a chain of vector subspaces

F 0 = H ) F 1 ) · · · ) F r−1 ) F r ) (0),

where for each i ∈ [r], F i is a vector subspace of codimension i in H. Let d be a positive
integer, and let F •1 , . . . , F

•
d be a collection of d complete flags of H. Define the function

ρ : 2dr → Z by

ρ(a1, . . . , ad) := dimκ

(
F a1

1 ∩ · · · ∩ F add
)
− 1.

This defines a rank function on 2dr .

Remark 47 (Rank functions and permutation arrays). As we discovered later [Ami8],
rank functions on hypercubes are equivalent to the data of permutation arrays introduced by
Eriksson-Linusson [102, 103] as a combinatorial set-up to study the intersection patterns of
the complete flags.

Let κ be a field. A rank function ρ on 2dr is called realisable if it is the rank function
associated to a collection of d complete flags F 1

• , . . . , F
d
• on some vector space of dimension

r+ 1 over κ. By the above remark, the realisability of a rank function 2dr is equivalent to the
realisability of the corresponding permutation array in the terminology of [103]. Billey and
Vakil [41] provided several examples which show the existence of non-realisable permutation
arrays. We show in [Ami8] that the examples in [41] are matroidal obstructions in the
following sense. Let ρ be a rank function on 2dr . Let a ∈ 2dr , and define Ea as the set of all

indices 1 ≤ i ≤ d such that a + ei ∈ 2dr . Define a function ρa : 2Ea → N as follows. For any
subset X ⊂ Ea, define

ρa(X) := ρ(a)− ρ(a+
∑

i∈X
ei)

Then one can show that the pair (Ea, ρa) defines a matroid Ma on the set of elements Ea.
Thus, non-realisability of Ma is an obstruction for the realisability of ρ.

Example 48 (Geometric rank functions over a field κ). We now describe a geometric
situation which naturally leads to rank functions (and thus permutation arrays).

Let κ be an algebraically closed field, and let C be a smooth proper curve C over κ. Let
r be non-negative integer, and let x be a κ-points on C. Let κ(C) be the function field of C,
and let H ⊂ κ(C) be a vector subspace of rational functions of dimension r + 1 over κ. The
point x leads to a complete flag F •x of H by looking at the orders of vanishing of functions
in H at the point xi, as follows. Define the set Sx := {ordx(f) | f ∈ H − {0}}. The set Sx is
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finite of order r+1. Denoting by sx0 < · · · < sxr the elements of S, enumerated in an increasing
order, we define the flag F •x by setting, for j = 0, . . . , r,

F jx = {f ∈ H − {0} | ordx(f) ≥ sj} ∪ {0}.

Each space F jx has codimension j in H. For a collection A = {x1, . . . , xd} of d distinct κ-points
on C, one gets an associated rank function ρ on the hypercube 2dr , by Example 46.

2.4.1.2. Slope structures on graphs. Let first G = (V,E) be a simple graph. We denote
by E the set of all the orientations of edges of G, so for an edge {u, v} in E, we have two
orientations uv, vu ∈ E. For a vertex v ∈ V , we denote by Ev ⊂ E the set of all the oriented
edges vu ∈ E, for edges {v, u} ∈ E. For an oriented edge e = uv ∈ E, we denote by e = vu
the oriented edge of E with reverse orientation.

A slope structure S =
{
Sv;Se

}
v∈V,e∈A

of order r on G, or simply an r-slope structure,

is the data of

• For any oriented edge e = uv ∈ E of G, a collection Se of r + 1 integers se0 < se1 <
· · · < ser, subject to the requirement that suvi + svur−i = 0 for any edge {u, v} ∈ E.

• For any vertex v of G, a rank function ρv on 2
val(v)
r . If Jρv denotes the set of jumps

of ρv, we denote by Sv ⊆ ∏e∈Ev S
e, the set of all points sa for a ∈ Jρv : Here, for a

point a = (ae)e∈Ev of the hypercube, the point sa ∈
∏
e∈Ev S

e denotes the point in
the product which has coordinate at e ∈ Ev equal to seae .

2.4.1.3. Slope structures on metric graphs. Let now Γ be a metric graph. By an r-slope
structure on Γ we mean an r-slope structure S on a simple graph model G = (V,E) of Γ,
that we enrich by extending to any point of Γ as follows. For a point x ∈ Γ, denote by Tx(Γ)
the set of all the val(x) (out-going) tangent vectors to Γ at x. For any point x and ν ∈ Tx(Γ),
there exists a unique oriented edge uv of G which is parallel to ν. Define Sν = Suv. Also for
any point x ∈ Γ\V in the interior of an edge {u, v}, define ρx to be the standard rank function
on 22

r . In particular, Sx ⊆ Suv ×Svu can be identified with the set of all pairs (suvi , s
vu
j ) with

i + j ≤ r. We call the collection
{
Sx;Sν

}
x∈Γ,ν∈Tx(Γ)

a slope structure of order r on Γ that

we denote by SΓ, or simply S, if there is no risk of confusion. Note that a slope structure on
a metric graph can arise from choices of slope structures on different graph models of Γ.

2.4.1.4. Rational functions on a metric graph compatible with a slope structure. Let Γ be

a metric graph and let S =
{
Sx;Sν

}
x∈Γ,ν∈Tx(Γ)

be a slope structure of order r on Γ. A

continuous piecewise affine function f : Γ → R is said to be compatible with S if the two
conditions (i) and (ii) below are verified:

(i) for any point x ∈ Γ and any tangent direction ν ∈ Tx(Γ), the outgoing slope of f
along ν lies in Sν .

Denote by δx(f) the vector in
∏
ν∈Tx(Γ) S

ν which consists of outgoing slopes of f along

ν ∈ Tx(Γ). Then

(ii) for any point x in Γ, the vector δx(f) belongs to Sx.

For any rational function f on Γ, the corresponding principal divisor is denoted by

div(f) =
∑

x

divx(f)(x), where divx(f) :=
∑

ν∈Tx(Γ)

slopeν(f).
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2.4.1.5. Linear series grd on Γ. We define a grd on Γ as the linear equivalence class of the
data of a pair (D,S) where D is a divisor of degree d on Γ and S is an r-slope structure on
Γ subject to the following (rank) property:

(∗) For any effective divisor E on Γ of degree r, there exists a rational function f ∈ Rat(S)
such that

(1) For any point x ∈ Γ, ρx(δx(f)) ≥ E(x); and in addition,
(2) div(f) +D − E ≥ 0.

Let (D,S) define a grd on Γ. We denote by Rat(D;S) the space of all f ∈ Rat(S) with
the property that div(f) +D ≥ 0, and define the linear system |(D,S)| associated to (D,S)
as the space of all effective divisors E on Γ of the form div(f) +D for some f ∈ Rat(D;S).
The set |(D,S)| is independent of the choice of the pair (D,S) in its linear equivalence class.

2.4.1.6. Specialisation. Let X be a smooth proper curve ove an algebraically closed non-
archimedean field K. Let D be divisor of degree d on X, and (O(D), H) be a grd on X. We
identify H with a subspace of K(X) of dimension r + 1. Let Γ be a skeleton of Xan. By
the slope formula, the reduction F = − log(|f |) of any function f ∈ H to Γ is a piecewise
affine function on Γ with integer slopes. Let first x be a type II point of Γ, and ν a tangent
direction in Tx(Γ). Denote by xν the point of Cx(κ) which corresponds to ν. The dimension

of H̃ ⊂ κ(Cx) is (r+ 1). The orders of vanishing of f̃ ∈ H̃ at xν define a sequence of integers
sν0 < sν1 < · · · < sνr . Denote by Sν = {sνi }. In addition, the collection of points xν ∈ Cx(κ) for

ν ∈ Tx(Γ) define a rank function ρx associated to the corresponding filtrations on H̃. The
set of jumps of ρx is denoted bySx. Then we have

Theorem 49 (Specialisation of linear series). Notations as above, there exists a semistable
vertex V for X such that Σ(X,V ) = Γ, and such that the slopes of rational functions f in H
along tangent directions in Γ define a well-defined grd (D,S) on Γ, with D = τ∗(D).

2.4.2. Applications. The connection of the framework of limit linear series on metrised
complexes to the refinement of Chabauty-Coleman method, to bound for the number of
rational points of curves over number fields, obtained by Katz and Zureick-Brown [147] is
discussed in [AmiBa]. We note that this has been recently refined by Katz, Rabinoff and
Zureick-Brown [148] to a uniform bound for curves of bounded Mordel-Weil rank, as suggested
by Stoll [230]. The argument of [148], leading to the uniform bound, can be recast in the
language of slope structures discussed above: namely that all the slopes appearing in the slope
structures defined by the canonical linear series have absolute value bounded by an absolute
constant.

We will see an application of the framework discussed above in Chapter 4 in the study of
Weierstrass points on curves over non-Archimedean fields.



CHAPTER 3

Lifting harmonic morphisms

LetK be an algebraically closed, complete non-Archimedean field. In [ABBR1, ABBR2]
we study the extent to which finite morphisms of algebraic K-curves are controlled by their
skeleta, which are metric graph embedded in the Berkovich analytification of X, and their
associated metrised complexes.

We prove that a finite morphism of K-curves gives rise to a finite harmonic morphism of a
suitable choice of skeleta. We use this to give analytic proofs of stronger skeletonised versions
of some foundational results of Liu-Lorenzini, Coleman, and Liu on simultaneous semistable
reduction of curves. We then consider the inverse problem of lifting finite harmonic morphisms
of metrised complexes to morphisms of curves over K. We prove that every tamely ramified
finite harmonic morphism of Λ-metrised complexes of k-curves lifts to a finite morphism of K-
curves. If in addition the ramification points are marked, we obtain a complete classification
of all such lifts along with their automorphisms. This generalises and provides new analytic
proofs of earlier results of Säıdi and Wewers.

In this section, we briefly discuss these results, as well as some of their applications.

3.1. Morphisms of metric graphs

We recall some standard definitions regarding the morphisms between metric graphs, and
the corresponding tropical curves, see [ABBR1] and the references there for a more detailed
discussion of the following definitions with several examples.

Let Γ and Γ′ be two metric graphs, and fix vertex sets V = V (Γ) and V ′ = V (Γ′) for Γ
and Γ′, respectively. Denote by E and E′ the edge sets E(Γ) and E(Γ′), respectively. Let
φ : Γ→ Γ′ be a continuous map.

• The map φ is called a (V, V ′)-morphism of metric graphs if we have φ(V ) ⊂ V ′,
φ−1(E′) ⊂ E, and the restriction of φ to any edge e in E is a dilation by some factor
de(φ) ∈ Z≥0.
• The map φ is called a morphism of metric graphs if there exists a vertex set V = V (Γ)

of Γ and a vertex set V ′ = V (Γ′) of Γ′ such that φ is a (V, V ′)-morphism of metric
graphs.
• The map φ is said to be finite if de(φ) > 0 for any edge e ∈ E(Γ).

The integer de(φ) ∈ Z≥0 in the definition above is called the degree of φ along e. Let
p ∈ V (Γ), let w ∈ Tp(Γ), and let e ∈ E(Γ) be the edge of Γ in the direction of w. The
directional derivative of φ in the direction w is by definition the quantity dw(φ) := de(φ). If
we set p′ = φ(p), then φ induces a map

dφ(p) :
{
w ∈ Tp(Γ) : dw(φ) 6= 0

}
→ Tp(Γ

′)

in the obvious way.

47
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Let φ : Γ → Γ′ be a morphism of metric graphs, let p ∈ Γ, and let p′ = φ(p). The
morphism φ is harmonic at p provided that, for every tangent direction w′ ∈ Tp′(Γ

′), the
number

dp(φ) :=
∑

w∈Tp(Γ)
w 7→w′

dw(φ)

is independent of w′. The number dp(φ) is called the degree of φ at p.
We say that φ is harmonic if it is surjective and harmonic at all p ∈ Γ; in this case the

number deg(φ) =
∑

p 7→p′ dp(φ) is independent of p′ ∈ Γ′, and is called the degree of φ.

There is an equivalence relation between metric graphs, whose equivalence classes ares
called tropical curves. An elementary tropical modification of a metric graph Γ0 is a metric
graph Γ = [0, `] ∪ Γ0 obtained from Γ0 by attaching a segment [0, `] of (an arbitrary) length
` > 0 to Γ0 in such a way that 0 ∈ [0, `] gets identified with a point p ∈ Γ0. A metric graph Γ
obtained from a metric graph Γ0 by a finite sequence of elementary tropical modifications is
called a tropical modification of Γ0. Tropical modifications generate an equivalence relation
∼ on the set of metric graphs. A tropical curve is an equivalence class of metric graphs with
respect to ∼.

There exists a unique rational tropical curve, which is denoted by TP1: it is the class of
all finite metric trees (which are all equivalent under tropical modifications).

A tropical morphism of tropical curves φ : C → C ′ is a harmonic morphism of metric
graphs between some metric graph representatives of C and C ′, considered up to tropical
equivalence.

A tropical curve C is said to have a (non-metric) graph G as its combinatorial type if C
admits a metric graph representative which admits G as a graph model.

A tropical curve C is called d-gonal if there exists a tropical morphism C → TP1 of degree
d. A metric graph Γ has geometric gonality d, if the tropical curve associated to Γ is d-gonal,
and d is the smallest integer satisfying this condition. The geometric gonality of a metric
graph is denoted by γgm(Γ).

A related notion is the divisorial gonality denoted by γdiv(Γ) which is defined by

γdiv(Γ) := min{d : there exists a D ∈ Div(Γ), with deg(D) = d and r(D) = 1}.
It is easy to see that the fibres of any finite harmonic morphisms from a metric graph Γ

to a finite tree are linearly equivalent, and define a linear equivalence class of divisors on Γ
of rank at least one. It thus follows that γgm(Γ) ≥ γdiv(Γ), for any metric graph Γ.

3.2. Simultaneous semistable reduction theorem

The following theorem shows that finite morphisms of curves induce morphisms of skeleta,
and so tropical curves.

Theorem 50 ([ABBR1]). Let φ : X ′ → X be a finite morphism of smooth, proper,
connected K-curves and let D ⊂ X(K) be a finite set. There exists a skeleton Γ ⊂ Xan such
that Γ′ := φ−1(Γ) is a skeleton of X ′ an. For any such Γ the map φ : Γ′ → Γ is a finite
harmonic morphism of metric graphs.

Due to the close relationship between semistable models and skeleta, briefly discussed
in the previous chapter, Theorem 50 should be interpreted as a very strong simultaneous
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semistable reduction theorem. In fact, it is possible to derive from this theorem, the simul-
taneous semistable reduction theorems of Liu–Lorenzini [173], Coleman [79], and Liu [172],
see [ABBR1] for details. Our version of these results hold over any non-Archimedean field
K0, not assumed to be discretely valued. As an example, the following weak form of Liu’s
theorem is a consequence of Theorem 50:

Corollary 51. Let X,X ′ be smooth, proper, geometrically connected curves over a non-
Archimedean field K0 and let φ : X ′ → X be a finite morphism. Then there exists a finite,
separable extension K1 of K0 and semistable models X,X′ of the curves XK1 , X

′
K1

, respectively,

such that φK1 extends to a finite morphism X′ → X.

The proof of Theorem 50 is a consequence of a relative version of the Poincaré-Lelong
formula, which gives the harmonicity of the appliction X ′ an → Xan.

3.3. Lifting harmonic morphisms

Our second goal is to lift finite harmonic morphisms of metric graphs to finite morphisms
of curves. More precisely, let (X,D) be a punctured K-curve, let Γ be a skeleton, and let
φ̄ : Γ′ → Γ be a finite harmonic morphism of metric graphs. It is natural to ask whether
there exists a curve X ′ and a finite morphism φ : X ′ → X such that φ−1(Γ) is a skeleton
of X ′ and φ−1(Γ) ∼= Γ′ as metric graphs over Γ. In general the answer is “no”: there
are subtle obstructions of Hurwitz type, c.f. [ABBR1]. One solution to remedy this is to
enrich Γ,Γ′ with the extra structure of metrised complexes of curves. There is a notion of a
finite harmonic morphism of metrised complexes of curves, which consists of a finite harmonic
morphism φ : Γ′ → Γ of underlying metric graphs, and for every vertex p′ ∈ Γ′ with p = φ(p′),
a finite morphism φp′ : Cp′ → Cp, satisfying various compatibility conditions.

Now let Γ = Σ(X,V ∪ D) for a triangulated punctured curve (X,V ∪ D), and let C be
the corresponding metrised complex of curves. Let C′ → C be a tame covering of metrised
complexes of curves (see below or [ABBR1] for the precise definition). The main lifting
theorem can be stated as follows.

Theorem 52 (Lifting theorem [ABBR1]). Notations as above, there exists a curve X ′

and a finite morphism φ : X ′ → X, branched only over D, such that φ−1(Γ) is a skeleton of
(X ′, φ−1(D)) with corresponding metrised complex isomorphic to C′ as metrised complexes of
curves over C. In addition, there are only finitely many such lifts X ′ up to X-isomorphism.

Moreover, we are able to give explicit descriptions of the set of lifts and the automorphism
group of each lift (as a cover of X) in terms of the morphism Σ′ → Σ. We omit the precise
statement which can be found in [ABBR1, Section 7].

This lifting theorem extends several theorems in the literature, making them more precise.
Säıdi [216] proves a version of the lifting theorem for semistable formal curves (without
punctures) over a complete discrete valuation ring. Wewers [241] works with marked curves
over a complete Noetherian local ring using deformation-theoretic arguments, proving that
every tamely ramified admissible cover of a marked semistable curve over the residue field of a
complete Noetherian local ring lifts. Wewers classifies the possible lifts in terms of certain non-
canonical deformation data depending on compatible choices of formal coordinates. The use
of metrised complexes of curves in the formulation of the lifting theorems allows us to obtain
canonical gluing data, resulting in an action of the automorphism group of the morphism of
metrised complexes on the set of gluing data. This results in a classification of lifts up to
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isomorphism as covers of the target curve, and allows to determine the automorphism group
of such a lift as well.

The question of lifting (and classification of all possible liftings) in the wildly ramified case
is more subtle and cannot be guaranteed in general [ABBR1]. See however the very recent
paper of Brezner and Temkin [58] where interesting results in this direction are obtained.

3.3.1. Local lifting theorem. The proof of Theorem 52 is based on a local lifting result,
that we now discuss. Let X be a smooth, proper, connected curve over K and let x ∈ Xan be
a type-2 point, c.f. Chapter 2. Consider a semistable vertex set V ⊂ Xan of X such that V
contains x, and so that the simple graph model of the metric graph Γ = Σ(X,V ) given by V
does not have loop edges. Let τ : Xan → Γ be the retraction. Let e1, . . . , er be the edges of
Γ adjacent to x and let Γ0 = {x} ∪ e◦1 ∪ · · · ∪ e◦r be the open star of X in the metric graph Γ.
Here for a (closed) edge e we let e◦ denote the corresponding open edge, i.e. the edge without
its endpoints. Then τ−1(Γ0) is an open neighbourhood of x in Xan. Such open sets (for some
choice of V ) are called simple neighborhood of x.

Definition 53. A star-shaped curve is a pointed K-analytic space (Y, y) which is isomor-
phic to (U, x) where x is a type-2 point in the analytification of a smooth, proper, connected
curve over K and U is a simple neighborhood of x. The point y is the central vertex of Y .

Let now (Y, y) be a star-shaped curve, so that Y \ {y} is a disjoint union of open balls
and finitely many open annuli A1, . . . , Ar. A compatible divisor in Y is a finite set D ⊂ Y (K)
whose points are contained in distinct open ball connected components of Y \ {y}, so the
connected components of Y \ ({y} ∪ D) are open balls, the open annuli A1, . . . , Ar, and
(finitely many) open balls B1, . . . , Bs punctured at a point of D. The data (Y, y,D) of a
star-shaped curve along with a compatible divisor is called a punctured star-shaped curve.
The skeleton of (Y, y,D) is the set

Σ(Y, {y} ∪D) = {y} ∪D ∪
r⋃

i=1

Σ(Ai) ∪
s⋃

j=1

Σ(Bj).

Fix a compatible divisor D in Y , and let Γ0 = Σ(Y, {y}∪D). As for skeleta of algebraic curves,
we get a canonical continuous retraction map τ : Y → Γ0. Each connected components of
Γ0 \ {y} is called and edge of Γ0; an edge which contains a point of D is infinite, all the other
edges are finite.

Let (Y, y) be a star-shaped curve. The smooth, proper, connected k-curve Cy with function

field H̃ (y) is called the residue curve of Y . The tangent vectors in TyY are in bijection with
the points of Cy

Let (Y, y,D) be a punctured star-shaped curve with skeleton Γ0 = Σ(Y, {y} ∪D) and let
Cy be the residue curve of Y . A tame covering of (Y, y,D) consists of a punctured star-shaped
curve (Y ′, y′, D′) and a finite morphism φ : Y ′ → Y satisfying the following properties:

(1) φ−1(y) = {y′},
(2) D′ = φ−1(D), and
(3) if Cy′ denotes the residue curve of Y ′ and φy′ : Cy′ → Cy is the morphism induced

by φ, then φy′ is tamely ramified and is branched only over the points of Cy corre-
sponding to tangent directions at y represented by edges in Σ0.

With these notations, the local lifting theorem can be stated as follows.
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Theorem 54 ([ABBR1]). Notations as above, let C ′ be a smooth, proper, connected
k-curve, and let φ̄ : C ′ → Cy be a finite, tamely ramified morphism branched only over the
points of Cy corresponding to tangent directions at y represented by edges in Γ0. Then there
exists a lifting of C ′ to a punctured star-shaped curve over (Y, y,D), and this lifting is unique
up to unique isomorphism.

Proof of Theorem 54 eventually reduces to classical results about the tamely ramified
étale fundamental group.

3.4. Applications

The main question we like to answer is the following:

Which tropical morphisms between (augmented) tropical curves can be lifted to a morphism
of algebraic curves?

Recall from Chapter 2 that an augmented metric graph is a metric graph enriched with a
genus function on vertices of a graph model.

The results of the previous section show that in order to answer this question, it will be
enough to lift a morphism of augmented tropical curves to a finite harmonic morphisms of
metrised complexes.

Essentially by definition, the answer to the above question reduces to an existence problem
for ramified coverings φp′ : C ′p′ → Cp of a given degree with some prescribed ramification
profiles. This is intimately linked with the question of non-vanishing of Hurwitz numbers.
In particular one can easily construct tropical morphisms between augmented tropical curves
which cannot be promoted to a finite harmonic morphism of metrised complexes (and hence
cannot be lifted to a finite morphism of smooth proper curves over K), see [ABBR2] for
such an example.

Understanding when Hurwitz numbers vanish remains mysterious in general, and so at
present there is no satisfying combinatorial answer to the above question, if we require that
the genus of the objects in question be preserved by our lifts. However, if we drop the latter
condition, i.e., if we use different augmentations, we can show the answer to the question is
all.

Theorem 55 ([ABBR2]). Any finite harmonic morphism φ : Γ′ → Γ of metric graphs
is liftable if char(k) = 0.

3.4.1. Tame group actions. Let C be a metrised complex with underlying metric graph
Γ, and let H be a finite subgroup of Aut(C). We say the action of H on C is tame if for any
vertex p of Γ, the stabiliser group Hp acts freely on a dense open subset of Cp, and for any
point x of Cp, the stabiliser subgroup Hx of H is cyclic of the form Z/dZ for some integer d,
with (d, p) = 1 if char(k) = p > 0. It follows from (the strong form of) our lifting Theorem
52 that we can lift C together with a tame action of H if and only if the quotient C/H exists
in the category of metrised complexes. We give a characterisation of when such a quotient
exists in [ABBR2], of which the following result is a special case.

Theorem 56 ([ABBR2]). Suppose that the action of H is tame and has no isolated
fixed points on the underlying metric graph Γ of C. Then there exists a smooth, proper, and
geometrically connected algebraic K-curve X lifting C which is equipped with an action of H
compatible with the action of Γ on C.
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In presence of isolated fixed points, there are additional hypothesis on the action of H to
be liftable to a K-curve. As a concrete example, we prove the following characterisation of
all augmented tropical curves arising from a hyperelliptic K-curve.

Theorem 57 (Characterisation of liftable hyperelliptic metric graphs [ABBR2]). Let Γ
be an augmented metric graph of genus g ≥ 2 having no infinite vertices or degree one vertices
of genus 0. Then there is a smooth proper hyperelliptic curve X over K of genus g having Γ
as its minimal skeleton if and only if (a) there exists an involution s on Γ such that s fixes
all the points p ∈ Γ with g(p) > 0 and the quotient Γ/s is a metric tree, and (b) for every
p ∈ Γ the number of bridge edges adjacent to p is at most 2g(p) + 2.

3.4.2. Linear equivalence of divisors. When the target curve has genus zero, a variant
of the lifting question in which the genus of the source curve may be prescribed, at the cost of
losing control over the degree of the morphism, can be used to show that linear equivalence of
divisors on a tropical curve C coincides with the equivalence relation generated by declaring
that the fibres of every tropical morphism from C to the tropical projective line are equivalent.

3.4.3. Smoothing of combinatorial g1
ds on metric graphs. We prove in [Ami8]:

Theorem 58 ( [Ami8]). Notations as in Section 2.4.1, let (D,S) be a g1
d on Γ. There

is metric graph Γ̃ which is a tropical modification of Γ, and a finite harmonic morphism

φ : Γ̃→ T to a tree T , such that (D,S) is the induced g1
d on Γ from φ.

Combined with our lifting result we get the following smoothing theorem.

Theorem 59 (Smoothing theorem for g1
d). A g1

d (D,S)on Γ is smoothable if for a model
G = (V,E) of Γ which defines (D,S), all the rank functions ρv for v ∈ V are geometric over
a field κ (as defined in Example 48).

The theorem should be compared to (and probably could lead to a generalisation of)
the recent work of Bainbridge-Chen-Gendron-Grushevsky-Möller [19], where a smoothing
theorem for g1

2g−2 given by sections of the canonical sheaves is proved.

Figure 1. The graph G27

3.4.4. Geometric gonality of tropical curves. We prove the following theorem which
shows that the geometric gonality inequality can be strict. More precisely,

Theorem 60 ([ABBR2]). Let G27 be the graph of genus 27 depicted in Figure 1. There
exists a tropical curve C of combinatorial type G which has geometric gonality four. However
for any curve of genus 27 X over K with a skeleton of combinatorial type G, the curve X has
gonality at least five. This means that G is not the dual graph of any 4-gonal curve X/K.



CHAPTER 4

Variation of Okounkov bodies and equidistribution of
Weierstrass points

A theorem of Mumford and Neeman [195, 197] states that for a compact Riemann surface
S of positive genus, and for an ample line bundle L on S, the discrete measures µn supported
on Weierstrass points of L⊗n converge weakly to the Bergman measure on S when n goes to
infinity. In our paper [Ami1], we prove a non-Archimedean analogue of Mumford-Neeman
theorem. In this chapter we describe these results.

To simplify the presentation, we assume that all the fields appearing in this chapter are of
characteristic zero. For the discussion of the positive characteristic case, we refer to [Ami1].

4.1. Weierstrass divisor

Let K be an algebraically closed field of characteristic zero, X a smooth proper curve of
genus g over K, and let L be an ample line bundle on X.

A point p of X is called a Weierstrass point if there exists a holomorphic differential ω in
H0(X,ωX) which has an order of vanishing at least g at p.

One generalises the above definition to any line bundle L on X by looking at the orders of
vanishings of global sections of L at points of X. If the dimension of H0(X,L) is r + 1, then
apart from a finite number of points, at every point the global section of L have orders of
vanishing forming the standard sequence 0, 1, . . . , r. The Weierstrass points of L are precisely
those points which have orders of vanishing different from the standard sequence. If p is
a Weierstrass point and the orders of vanishing of elements of H0(X,L) are given by the
sequence of non-negative integer numbers s0, . . . , sr, then the multiplicity wp of p is given by
the quantity

∑r
i=0(si − i). The Weierstrass divisor of L is the divisor W =

∑
pwp(p).

Alternatively, one can define the Weierstrass divisor as follows. Consider a basis f0, . . . , fr
be a basis for H0(X,L), and set F = {f0, . . . , fr}.

We define the Wronskian WrF of the family F , which is a global section of L⊗(r+1)Ω⊗
r(r+1)

2 .

Intrinsically, it is defined as follows: consider the jet bundle Jr = π1∗
(
π∗2(L)/Ir+1

)
, where I

is the ideal of the diagonal in X ×X, and π1 and π2 are the projections into the first and the
second factor. There is a natural induced filtration on Jr by powers of I, and the quotients
are identified with L⊗ Ω⊗iX . The set of global sections f0, . . . , fr define sections π∗2(fi) of Jr,

whose determinant will be a global section of L⊗(r+1) ⊗ Ω⊗r(r+1)/2

The zero divisor of WrF is independent of all the choices, and coincides with the Weier-
strass divisor of L defined by multiplicities [162, 163]. It follows that the Weierstrass divisor
has degree (r + 1)(deg(L) + r(g − 1)).

53
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4.2. Arakelov-Bergman measure and Mumford-Neeman theorem

Suppose that K = C, the field of complex numbers. The analytification Xan of the curve
X is a Riemann surface of genus g, that we assume to be non-zero. It comes with a canonical
volume form, called Bergman or Arakelov measure, that we denote by µAr. It is defined as
follows. The space of holomorphic one-forms H0(Xan, ωXan) has a Hermitian inner product
defined by

〈ω1, ω2〉 =
2

i

∫

Xan

ω1 ∧ ω2.

The volume form µAr is then defined as

µAr :=
i

2g

g∑

j=1

ωj ∧ ωj ,

for a choice of orthonormal basis ω1, . . . , ωg of H0(Xan, ωXan). It is independent of the choice
of the orthonormal basis.

The theorem of Mumford and Neeman states that for any ample line bundle L on X
the (multiset of) Weierstrass points of L⊗n, seen in the analytified variety Xan, become
equidistributed according to the measure µAr.

Theorem 61 (Mumford-Neeman [195, 197]). Notations as above, the sequence of discrete
measures

µn =
1

(rn + 1)(n deg(L) + rn(g − 1))

∑

p∈Xan

cp(L
⊗n)δp

converges weakly to µAr when n tends to infinity.

In the above statement, cp(L
⊗n) is the Weierstrass multiplicity of L⊗n at point p, and δp

is the Dirac measure supported at p.

Note that the theorem in particular implies that Weierstrass points of powers of L are
dense in Xan, which was proved previously by Olsen [199].

4.3. Non-Archimedean Arakelov measure

In this section, we describe the non-Archimedean Arakelov measure as defined by Zhang [248]
(see also the independent work of Bloch, Gillet and Soulé in [42] for a partial result in defining
the measure).

Let Γ be a metric graph with a loopless graph model G = (V,E), and with a length
function `. Each edge e in E has a length `e > 0.

The metric graph Γ has a natural Lebesgue measure denoted by dθ. The Laplacian of Γ
is the (measure valued) operator ∆ on Γ which to a piecewise smooth function f associates
the measure

∆(f) := −f ′′dθ −
∑

p∈Γ

σpδp,

where δp is the Dirac measure at p, and σp is the sum of the directional derivatives of f along
(outgoing) unit tangent vectors in T 1

pΓ.
Consider a measure µ on Γ of total mass one. Fix a point x ∈ Γ and consider the following

Laplace equation

(1) ∆y g(x, y) = δx − µ ,
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with uniformizing condition
∫

Γ g(x, y) dµ(y) = 0. It has a unique solution denoted by gµ(x, y).
In addition, gµ(x, y) has the following explicit representation in terms of the three-parameters-
Green-function gz(x, y) on Γ. Recall first that gz(x, y) is the unique solution to the equation

∆ygz(x, y) = δx − δz,
under the condition gz(x, z) = 0. We have gµ(x, y) =

∫
Γ gz(x, y)dµ(z). We refer to [25] for

more details.

4.3.1. Canonical admissible measure µad. Let D be a divisor and let µ be a measure
on Γ. We use the conventional notation that gµ(D, y) =

∑
p∈ΓD(p)gµ(p, y).

The following theorem is proved by Zhang [248], and is a generalisation of a theorem of
Chinburg-Rumley [71] for D = 0 to any divisor of degree deg(D) 6= −2.

Theorem 62 (Zhang [248]). Let D be a divisor of degree different from −2 on a metric
graph Γ of positive genus. There is a measure µD and a constant cD such that for any point
x of Γ, one has

cD + gµD(D,x) + gµD(x, x) = 0.

In addition, the pair (µD, cD) is unique.

Let now K be a complete algebraically closed non-Archimedean field with a non-trivial
valuation. Let X be a smooth proper connected curve on K, and denote by Γ a skeleton of
Xan associated to a semistable vertex set V , that is a metric graph augmented with the genus
function, as was defined in the Chapter 2. If the genus g(X) ≥ 1, the canonical divisor KΓ

of Γ has non-negative degree 2g − 2, and the measure associated to it by Zhang’s theorem is
called the canonical admissible measure. It coincides with the limit of measures defined by
Bloch, Gillet and Soulé [42]. We denote it by µad.

Zhang provides in addition the following explicit formula for µad.

Theorem 63 (Zhang [248]). Notations as above, we have

µad =
1

g

∑

x∈Γ

gx δx +
1

g

∑

e∈E

1

`e + ρe
dθe,

where g is the genus of X, g. is the genus function, and for any edge e in E (the set of edges
of the graph model of Γ), dθe denotes the Lebesgues measure on the interval Ie ⊂ Γ associated
to the edge e, and ρe denotes the effective resistance between the two end points of e in Γ \ e.

Here the metric graph Γ \ e is defined by removing the interior of the edge e from Γ. The
effective resistance ρe in Γ\e between the two points u and v of the edge e = {u, v} is formally
defined as ρe = geu(v, v), where gez(z, y) is the Green function on Γ \ e, as described above.

4.3.2. Description of the admissible measure in terms of spanning trees. It
follows from the probabilistic theory of electrical networks [181, 21] that the coefficients
of dθe admit the following probabilistic interpretation in terms of the spanning trees of the
simple graph model G.

Denote the set of spanning trees of G by ST . The length function ` allows to define a
probability measure on the set of spanning trees of G as follows. We define the weight of a
spanning tree T to be equal to λ(T ) :=

∏
e/∈T `e. The partition function is then defined by

Φ =
∑

T∈ST λ(T ), and coincides with the evaluation at ` of the first Symanzik polynomial
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studied later in Chapter 5. The probability measure on spanning trees is then defined by∑
T∈ST

λ(T )
Φ δT . With this description we have

µad =
1

g
δKg +

1

g

∑

e∈E
Pr(e /∈ T )dθe,

where T denotes a random spanning tree chosen with respect to the above probability measure.
For an edge e = {u, v}, the probability Pr(e /∈ T ) is also the probability that a certain

Markovian random walk in G, defined by the length function, starting at u arrives at v for
the first time without passing through the edge e [181, 21].

It is now clear from this discussion that µad does not have support on the interior of any
bridge edge of G.

As a consequence, it follows that the measure ι∗(µad) is a well-defined measure on Xan

independent of the choice of a skeleton Γ of Xan, where ι : Γ ↪→ Xan denotes the natural
inclusion of Γ in Xan. By an abuse of the notation, we denote that measure by µad.

4.4. Statement of the equidistribution theorem

Let K be a complete algebraically closed non-Archimedean field (all fields are supposed
to be of characteristic zero), and let X be a smooth proper curve of positive genus g over K.
Let L be an ample line bundle on X, and denote by Wn =

∑
x∈X(K)wn,x(x) the Weierstrass

divisor of L⊗n, that we view as a divisor with support in the set of Zariski points X(K) ⊂ Xan.
Consider the discrete measure

1

deg(Wn)
δWn =

1

deg(Wn)

∑

x∈X(K)⊂Xan

wn,xδx

supported on a finite set of points of type I in Xan. We have

Theorem 64 ([Ami1]). Notations as above, the measures 1
deg(Wn)δWn converge weakly to

the canonical admissible measure µad on Xan.

The analytic curve Xan comes with a retraction τ : Xan → Γ to a skeleton Γ of Xan. In
order to prove Theorem 64, it will be enough to fix a skeleton Γ of Xan and prove the following
equidistribution theorem. Denote by Wn = τ∗(Wn) the reduction of Wn on Γ. Define the
discrete measure µn := 1

deg(Wn)δWn .

Theorem 65 ([Ami1]). Notations as above, the measures µn converge weakly to the
canonical admissible measure µZh on Γ.

Remark 66. Although in the presence of bridge edges, the asymptotic distribution does
not have any support in the bridge edges of Γ, we still believe that Weierstrass points should
be dense in the Berkovich space, i.e., we should have the analogue of Olsen’s theorem in the
non-Archimedean setting [199].

We now reformulate the above theorems for curves defined over discrete valuation fields.
This in particular applies to the relative situation, where we have a family of smooth proper
algebraic curves over a one dimensional base B/C, and we look at the behaviour of the
Weierstrasss points when we approach a point in the boundary B\B, for B a compactification
of B.

Let K be a discretely valued field with an algebraically closed residue field of characteristic
zero. Let X be a smooth proper curve of genus g > 0 over K. Let X be a regular semistable
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model of X over R′, the valuation ring of a finite extension K ′ of K, and denote by G the
dual graph of the special fiber Xs of X. Let Γ be the metric realisation of the edge-weighted
graph (G, `) with the length `(e) of an edge e is defined to be 1

[K′:K] . (So each edge e of G is

replaced by a segment of length `(e) in the metric graph Γ). Let K be an algebraic closure of
K, and denote by τ : X(K)→ Γ the specialisation map [71]. Let now L be a line bundle of
positive degree on X, and denote by Wn =

∑
x∈X(K̄)wn,x(x) the Weierstrass divisor of L⊗n,

and let µn = 1
deg(Wn)δτ∗(Wn). We have

Theorem 67. The measures µn converge to the Zhang measure on Γ.

A special case of the above theorem, which seems to be also new, is the following.

Corollary 68. Let X be a smooth proper curve of genus g > 0 over a discrete valuation
field K of equicharacteristic zero. Let X be a regular semistable model of X over R′, the
valuation ring of a finite extension K ′ of K. Let L be a line bundle of positive degree on X
and denote by Wn (by an abuse of the notation) the (multi)set of Weierstrass points of L⊗n.
Let C0 be an irreducible component of the special fiber Xs of genus g0, and denote by W0,n

the (multi)set of Weierstrass points whose specialisation lie on C0. Then |W0,n|/|Wn| tends
to g0/g.

The proof of the above theorem uses two main ingredients: first, limit linear series as de-
scribed in Chapter 2 which allows to give an explicit description of the reduction of Weierstrass
divisors on skeleta, and second, the theory of Okounkov bodies [149, 165]. Furthermore, the
appearance of Okounkov bodies in the proof seems to reflect a deeper phenomenon that mer-
its further investigation. We think in particular that it is possible to associate polytopes to
(divisorial) points of higher dimensional Berkovich spaces whose variations provide interesting
measures on the analytic space.

We briefly discuss these ingredients.

4.5. Reduction of the Weierstrass divisor

A key role in the proof of our equidistribution theorem is played by slope structures on
metric graphs, described in the previous chapter. Recall that a slope structure S of rank r is
the data of strictly increasing integers numbers sν0 < · · · < sνr associated to any unit tangent
directions ν at any point x, which satisfy certain natural conditions. The following theorem
provides a description of the reduction of Weierstrass divisors on skeleta.

Let D be a divisor of degree d on X and rank r, and denote by L = O(D) the corresponding
line bundle. Denote by W the Weierstrass divisor of L on X. Let Γ be a skeleton of Xan,
D = τ∗(D) the reduction of D on Γ, and let S be the slope structure of rank r induced on Γ
by the specialisation theorem of the previous chapter. Write D =

∑
x∈Γ dx(x).

Theorem 69 ([Ami1]). We have τ∗(W) =
∑

x∈Γ cx(x), where the coefficient cx of a point
x has the following expression:

cx = (r + 1)dx +
r(r + 1)

2
(2gx − 2 + val(x))−

∑

ν∈T1
xΓ

r∑

i=0

sνi .

In the above theorem gx and val(x) denote the genus and the valence of x in Γ, respec-
tively, T1

x(Γ) denotes the set of unit tangent directions to Γ at x, and sνi are the integers
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underlying the definition of the slope structure S on Γ. The proof of the theorem is obtained
by applications of appropriate local-global versions of the Poincaré-Leong formula.

The above result refines a previous result of Esteves-Medeiros [104], and answers a ques-
tion raised by Eisenbud-Harris [99] in the eighties on the reduction of Weierstrass points on
a (semistable) degenerating family of curves over complex numbers. Indeed, any family of
smooth proper curves π : C → ∆∗ over the punctured disc gives rise to a smooth proper curve
over the discrete valued field C((t)), and the metric graph Γ is the metric realisation of the

weighted dual graph of a semistable extension of the family π̃ : C̃ → ∆ (possibly after an étale
extension of the base). In particular, denoting by C0 the fiber over zero of π̃, we thus get
a recipe in terms of the combinatorial data of slope structure for the number of Weierstrass
points in the family which are specialised to each irreducible component of C0 and to each
node of C0.

4.6. Local Okounkov bodies

A crucial tool in the proof of the equidistribution theorem above is a well-known equidis-
tribution phenomena for Okounkov bodies [149, 165, 52]. To any point x of the skeleton Γ
which is a point of type II in Xan under the embedding ι : Γ ↪→ Xan is associated a curve Cx
over κ, whose points are in bijection with the unit tangent vectors to Xan at x (think about
semistable models and irreducible components of the special fibre). Fixing such a branch
ν ∈ T 1

xΓ ⊂ T 1
x (Xan), and considering (the normalisation of) the slopes sνn,i of the slope struc-

ture Sn induced by the complete linear series of the n-th power L⊗n allows to define, when
n varies in N, an interval Λν of length d = deg(L) in R, that we can name [sνmin, s

ν
max]. The

local equidistribution theorem then asserts that the normalised slopes are equidistributed in
Λν according to the Lebesgue measure.

4.6.1. Proof of the main theorem. The local equidistribution theorem and the fact
that smax − smin = d allow to replace, in the limit at infinity, the sum of the slopes in
Theorem 69 by an expression involving only the minimum slopes, and some constants. The
theorem is then proved by using results on reduced divisors which allows to give precise
bounds on the sum of the minimum slopes sνmin around each vertex, making an appearance
of the Laplacian of the metric graph.



CHAPTER 5

Trees, forests, Feynman amplitudes and limit of height pairing

Physicists see quantum field theory as a limit of string theory when a certain parameter α′

(the square of the string length) goes to zero, see for example [233]. Both the papers [ABBF,
Ami4] grew out of an attempt to understand from a mathematical perspective this idea. In
this chapter, we discuss these results.

Throughout we work in space-time RD with a given Minkowski bilinear form 〈· , ·〉.

5.1. Stringy amplitudes

String amplitudes are integrals over the moduli space Mg,n of genus g ≥ 1 curves
with n marked points. They are associated to a fixed collection of external momenta p =

(p1, . . . ,pn), which are vectors in RD satisfying the conservation law
∑n

i=1 pi = 0. Up to some
factors carrying information about the physical process being studied, the string amplitude
can be written as (see e.g. [239, p.182])

(2) Aα′(g,p) =

∫

Mg,n

exp(−i α′F) dνg,n.

In this expression, dνg,n is a volume form on Mg,n, independent of the momenta, α′ is a
positive real number, which one thinks of as the square of the string length, and F : Mg,n → R
is the continuous function defined at the point [C, σ1, . . . , σn] of Mg,n by

F([C, σ1, . . . , σn]) =
∑

1≤i,j≤n
〈pi,pj〉 g′Ar,C(σi, σj),

where g′Ar,C denotes a regularised version of the canonical Green function on C so that it

takes finite values on the diagonal. We now make the expression (2) more explicit.

5.1.1. Green functions on Riemann surfaces. The regularised Green function in the
above expression can be describes as follows. Let C be a smooth projective complex curve,
together with a smooth positive (1, 1)-form µ. For example, if C has genus g ≥ 1, a very
natural choice for µ is the Arakelov form of the previous chapter

µAr =
i

2g

g∑

j=1

ωi ∧ ωi,

where ω1, . . . , ωg is any orthonormal basis of the holomorphic differentials H0(C,Ω1
C) for the

Hermitian product (ω, ω′) = i
2

∫
C ω ∧ ω′.

To µ one associates a Green function gµ as follows, see e.g. [164]. For a fixed point x of
C, consider the differential equation

(3) ∂∂ϕ = πi(δx − µ),

59
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where δx is the Dirac delta distribution. It admits a unique solution

gµ(x, ·) : C \ {x} −→ R
satisfying the following conditions:

• If we choose local coordinates in an analytic chart U , then, for fixed x ∈ U there
exists a smooth function α such that gµ(x, y) = − log |y−x|+α(y) for any y ∈ U\{x}.
• (Normalisation)

∫
C gµ(x, y)µ(y) = 0.

Letting x vary, we can view gµ as a function on C × C \ ∆. The chosen normalisation
implies that gµ is symmetric. In addition, if µ′ is another positive (1, 1)-form on C, then it
can be shown (see e.g. [164, Chap, II, Prop. 1.3]) that there exists a smooth function f on
C such that

(4) gµ′(x, y) = gµ(x, y) + f(x) + f(y).

The regularised Green function g′µ : C × C → R agrees with gµ outside the diagonal, and
is defined on ∆ by

g′µ(x, x) = lim
x′→x

(
gµ(x′, x) + log dµ(x′, x)

)
,

where x′ is a holomorphic coordinate in a small neighbourhood of x and dµ denotes the
distance function associated to the metric µ. The function gAr,C which appears in the action
function in the integral 2 is the regularized Green function associated to the Arakelov measure
µAr on C.

5.1.2. Height pairing on Riemann surfaces. The action function F can be described
in terms of the height pairing between degree zero divisors on C. We briefly recall the
definition and refer to [124, 51] for further details on the height pairing.

Let C be a smooth projective curve over the field of complex numbers and Σ ⊂ C a
finite set of points in C, which we also think of as a reduced effective divisor. We denote by
(
⊕

Σ R)0 the set of degree zero divisors on C with real coefficients and with support in Σ.
The inclusion j : C \ Σ ↪→ C yields an exact sequence of mixed Hodge structures:

(5) 0→ H1(C,Z(1))
j∗−→ H1(C \ Σ,Z(1)) −→ (

⊕

Σ

Z)0 → 0,

which once tensored with R becomes canonically split.
The Hodge filtration on H1(C \ Σ,C) comes from the exact sequence of sheaves

(6) 0→ Ω1
C −→ Ω1

C(log Σ)
ResΣ−−−→

⊕

Σ

C→ 0,

were ResΣ =
∑

p∈Σ Resp, and ResΣ is defined, for a local section ω, by

Resp(ω) =
1

2πi

∫

γp,ε

ω,

for a small suitably oriented circle γp,ε around the point p.

From the exact sequence (6) we deduce that F 0H1(C \Σ,C(1)) = H0(C,Ω1
C(log Σ)), from

which we get a canonical map

(
⊕

Σ

R)0 −→ H0(C,Ω1
C(log Σ)) ∩H1(C \ Σ,R(1))

D 7−→ ωD,R.
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More concretely, from (6), we see that the condition ResΣωD = D determines a logarithmic
differential ωD only up to addition of elements in H0(C,Ω1

C). To fix ωD uniquely, we require
that

∫
γ ωD,R ∈ R(1) for every real valued cycle γ in C \ Σ.

Let A be a degree zero R-divisor on C with support Σ and let ωA,R the form just defined.
Given another degree zero R-divisor B with disjoint support, we can find a real-valued 1-chain
γB on C \ Σ such that B = ∂γB. The archimedean height pairing between A and B is the
real number

(7) 〈A,B〉 := Re

(∫

γB

ωA,R

)
.

The above definition is independent of the choice of γB. Though not apparent from (7),
the Archimedean height pairing is symmetric.

Example 70. When the divisor A is of the form div(f) for a rational function f on C,

the differential ωA,R is nothing else than −df
f , hence 〈A,div(f)〉 = − log |f(B)|.

Tensoring with RD and using the Minkowski metric, the archimedean height pairing ex-
tends to a pairing between degree zero RD-valued divisors with disjoint support, which is
the case of interest to us. It can be expressed in terms of Green functions. For two divisors
A =

∑
pi,1σi,1 and B =

∑
pj,2σj,2 with coefficients in RD of degree zero and with disjoint

support on C, on can show that

(8) 〈A,B〉 =
∑

i,j

〈pi,1,pj,2〉gµ(σi,1, σj,2)

for any positive (1, 1)-form µ on C.
Using the above expression, and replacing the Green function by its regularisation in (8),

we can extend the definition of the height pairing to arbitrary RD-valued divisors and, in
particular, define

〈A,A〉′µ :=
∑

1≤i,j≤n
〈pi,pj〉g′µ(σi, σj).

Without further assumptions, the real number 〈A,A〉′µ depends on the choice of µ. How-

ever, if we assume that the external momenta pi ∈ RD satisfy the conservation law
∑n

i=1 pi =
0 and the on shell condition 〈pi,pi〉 = 0 for all i, then 〈A,A〉′µ is independent of the choice of
µ, and so we can drop µ. It follows that under the same assumption on the extrenal momenta,
we have the following more familiar expression for the action function F :

F([C, σ1, . . . , σn]) = 〈AC ,AC〉′,
for the RD-valued divisor AC =

∑
j pjσj on C.

5.1.3. Polyakov measure. The volume form dνg,n exists in dimension D = 26 [50]
and is called the Polyakov measure. It has been made explicit by the works of Belavin and
Knizhnik [30] and of Beilinson and Manin [29] in the following way.

First note that we have a fibration πn :Mg,n →Mg, where the fibers over a point [C] of
Mg are a configuration of n points over C. Endowing the Riemann surface with the Arakelov
measure, and the base space with the Polyakov measure dνg, and the fibration πn with the
product measure, we are led to consider only the case n = 0.

Let π : C → Mg be the universal curve over the moduli space of curves, and consider

the sheave of relative 1-forms ωC/Mg
. For each j ∈ N, define λj := det(Rπ∗ω

⊗j
C/Mg

) in
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the determinantal formalism of Knudson and Mumford [155]. By Mumford’s isomorphism

theorem [196], we have a canonical isomorphism λj+1 ' λ6j2+6j+1
1 . This gives rise to the

Mumford form µg, a global section of λ2 ⊗ λ⊗(−13)
1 on Mg, which can be locally written in

the form

µg = f
η1 ∧ · · · ∧ η3g−3

(ω1 ∧ · · · ∧ ωg)13
,

for choices of a basis η1, . . . , η3g−3 of globals sections of ω⊗2
. and a basis ω1, . . . , ωg of the

global sections of ω⊗2
. , and a holomorphic function f which depends on the choices of local

bases.
The Polyakov measure dνg is then the squared norm of µg, which can be written locally

in the form

dνg = |f |2ig η1 ∧ η̄1 ∧ · · · ∧ η3g−3 ∧ η̄3g−3

det
(∫

ωj ∧ ω̄k
)13 ,

where
(∫

ωj ∧ ω̄k
)

denotes a matrix-valued form on Mg which at point X ∈ Mg takes the

value
(∫

x ωj ∧ ω̄k
)g
j,k=1

. Fixing a symplectic basis a1, . . . , ag, b1, . . . , bg on the topological

surface of genus g, i.e., with (ai, bj) = δi,j , (ai, aj) = (bi, bj) = 0, for i, j = 1, . . . , g, defines
the Riemann basis ω1, . . . , ωg of H0(ω.) with the condition

∫
ai
ωj = δi,j . The period matrix

is given by A =
(∫

bj
ωk

)
, and the quantity det(ImA) calculates the volume of the Jacobian

J(X) of X with the flat metric induced by the Arakelov pairing on H0(ωX). By the work of
Beilinson and Manin [29], dνg can be further described in the form

dνg(X) = F (X)
η1 ∧ η̄1 ∧ · · · ∧ η3g−3 ∧ η̄3g−3

Vol
(
J(X)

)13 ,

for a function F which we do not explicit here.

5.2. Symanzik polynomials and Feynman amplitudes

Correlation functions in quantum field theory are calculated using Feynman amplitudes,
which are certain finite dimensional integrals associated to graphs. A (massless) Feynman
graph (G,p) consists of a finite graph G = (V,E), with vertex and edge sets V and E,
respectively, together with a collection of external momenta p = (pv)v∈V , pv ∈ RD, such that∑

v∈V pv = 0.
To the Feynman graph (G,p) one associates two polynomials in the variables Y = (Ye)e∈E .

Denote by ST the set of all the spanning trees of the graph G. (Recall that a spanning tree of
a connected graph is a maximal subgraph which does not contain any cycle. It has precisely
|V | − 1 edges.) The first Symanzik ψG, which depends only on the graph G, is given by the
following sum over the spanning trees of G:

ψG(Y ) :=
∑

T∈ST

∏

e/∈T
Ye.

A spanning 2-forest in a connected graph G is a maximal subgraph of G without any cycle
and with precisely two connected components. Such a subgraph has precisely |V | − 2 edges.
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Denote by SF2 the set of all the spanning 2-forests of G. The second Symanzik polynomial
φG, which depends on the external momenta as well, is defined by

φG(p, Y ) :=
∑

F∈SF2

q(F )
∏

e/∈F
Ye.

Here F runs through the set of spanning 2-forests of G, and for F1 and F2 the two connected
components of F , q(F ) is the real number −〈pF1 ,pF2〉, where pF1 and pF2 denote the total
momentum entering the two connected components F1 and F2 of F , i.e.,

pF1 :=
∑

v∈V (F1)

pv pF2 :=
∑

u∈V (F2)

pu.

One of the various representations of the Feynman amplitude associated to (G,p) is, up
to some elementary factors which we omit, a path integral on the space of metrics (i.e., edge
lengths) on G with the action given by φG/ψG. It is given by

IG(p) = C

∫

[0,∞]E
exp(−i φG/ψG) dπG,

for a constant C, and the volume form dπG = ψ
−D/2
G

∏
E dYe on RE+, c.f. [140, Equation

(6-89)].

We would now like to put the above integral in a form somehow similar to expression of
the String theory amplitude, as we did in the previous section.

5.2.1. The Feynman measure. In Chapter 1 we explained how to associate to any
metric graph Γ the Jacobian variety, which is a real torus of dimension g, the genus of Γ,
endowed with a flat metric. Let G a graph, and Ye, for e ∈ E(G), a sequence of positive real
numbers associated to the edges of G. Let ΓY be the associated metric graph, and J(ΓY ) the
associated Jacobian. We have the following well-known theorem, which is the dual form of
the matrix tree theorem, see e.g. [14].

Theorem 71. The volume of J(ΓY ) with respect to the Lebesgue measure induced from
the flat metric on J(ΓY ) is equal to the value of the first Symanzik polynomial ψG(Y ).

It follows that in dimension D=26 the Feynman measure dπG in the strata associated to
the graph G in the moduli space of metric graphs can be rewritten in the form

dπG =

∏
e dYe

Vol
(
J(ΓY )

)13 ,

which is reminiscent of the form of Polyakov measure described in the previous section.

5.2.2. Height pairing on a metric graph. Let Γ be a metric graph, and consider
two divisors of degree zero D1 and D2 on Γ. Recall that we define the height pairing, or
intersection pairing, between D1 and D2 as follows. Consider the Laplacian operator ∆ on Γ.
There is a continuous piecewise linear function f1, resp. f2, on Γ (without necessarily integral
slopes) which verify the Laplace equation

∆(f1) = D1 , resp., ∆(f2) = D2.

We define

〈D1, D2〉 := −f1(D2) = −f2(D1) =

∫

Γ
f ′1f
′
2dt,
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where dt denotes the Lebesgue measure on Γ. (Recall that we use the convention f(D) =∑
x∈Γ f(x)D(x) for a function f and a divisor D on Γ.)

The definition can be extended to divisors with coefficients in RD using the Minkowski
bilinear form on RD.

Let now G be a Feynman graph, Y ∈ RE+, and p a collection of external momenta associ-
ated to the vertices of G. Consider the divisor Dp =

∑
v∈V (G) pv(v) on Γ with coefficients in

RD. Let ΓY be the metric graph associated to G with edge lengths p. We have the following
theorem.

Theorem 72. Notations as above, we have

〈Dp, Dp〉 =
φG(p, Y )

ψG(p)
,

for the height pairing in the metric graph ΓY .

This is reminiscent of the form of the action in the string amplitudes.

5.3. Formulation of the problem

Given the form of the integrals detailed above, despite the fact that both amplitudes
diverge in general, one may still ask if IG(p) is related to the asymptotic of Aα′(g,p) when α′

goes to zero, as physics suggests. The graph G appears as the dual graph of a stable curve C0

with n marked points lying on the boundary of the Deligne-Mumford compactification Mg,n

(recall that the irreducible components Xv of C0 are indexed by the vertices of G, whereas
the singular points correspond to the edges). Given the form of the amplitudes, the question
can be then split into two different problems, namely

(i) the convergence of the integrands, or equivalently, the convergence of the archimedean
heigh pairing to the height pairing in the corresponding metric graph, and

(ii) the convergence of the measure νg,n, in an appropriate sense, and along the boundary

of Mg,n, to a linear combination of the measures πG for the (marked) dual graphs
G associated to the strata.

Our main result in [ABBF] answers question (i) in the affirmative when the external
momenta satisfy the on shell condition: the integrand in string theory converges indeed to
the integrand appearing in the Feynman amplitude. The question (ii) is more subtle. The

volume forms πG on cones RE(G)
+ can be glued together to define a volume form on the tropical

moduli spaceMtrop
g,n . We refer to [2, 63, 67] for tropical moduli spaces. Nevertheless, it is not

clear how the moduli space Mg,n endowed with the string theory volume form can converge

to the tropical moduli space Mtrop
g,n with the Feynman measure. We mention that a related

question in the context of degenerations of varieties endowed with volume forms is considered
in the recent work of Boucksom and Jonsson, see [53]. However, our context is somehow
different: Mumford form has poles of order two at infinity [31, 246], there is no dependence
of the volume form on Mg,n on α′, and it is not clear how to give a rigorous sense to the
convergence of measures. This and other related questions are currently under investigation.

In the next section, we discuss the answer to question (i).
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5.4. The limit of height pairing

Let C0 be a stable curve of genus g lying on the boundary of Mg,n, and let G = (V,E)
be the dual graph of C0. Consider the versal analytic deformation π : C′ → S′ of the marked
curve C0, which we think of as a smooth neighborhood of C0 in the analytic stack Mg,n.
Here S′ is a polydisc of dimension 3g − 3 + n, the total space C′ is regular and C′0, the
fibre of π at 0, is isomorphic to C0. For each edge e ∈ E, let De ⊂ S′ denote the divisor
parametrising those deformations in which the point associated to e remains singular. Then
D =

⋃
e∈E De is a normal crossings divisor whose complement U ′ = S′ \D can be identified

with (∆∗)E ×∆3g−3−|E|+n. Over U ′, the fibres C′s are smooth curves of genus g. Moreover,
the versal family comes together with n disjoint sections σi : S

′ → C′ which do not meet the
double points of C0. We denote by pG = (pGv )v∈V the restriction of p to G. By this we mean

that, for each vertex v ∈ V , the external momentum pGv is obtained by summing those pi
associated to the sections σi which meet C0 on the irreducible component Xv.

We define an admissible segment in [ABBF] as a continuous maps t : [0, ε] → S′ from
an interval of length ε > 0 such that t((0, ε]) ∈ U ′ and, letting te denote the coordinate

corresponding to e ∈ E in the factor (∆∗)E of U ′, the limit limα′→0 |te(α′)|α
′

exists and
belongs to (0, 1). To any admissible segment we attach a collection Y = (Ye)e∈E of positive
real numbers (the edge lengths) as follows:

Ye = − lim
α′→0

log |te(α′)|α
′
.

The main theorem of [ABBF] can be stated as follows.

Theorem 73 ([ABBF]). Let C0 be a stable curve of genus g ≥ 1 with n marked points
σ1, . . . , σn and dual graph G = (V,E), and let p = (p1, . . . ,pn) be a collection of external

momenta satisfying the conservation law
∑n

i=1 pi = 0 and the “on shell” condition 〈pi,pi〉 = 0

for all i. Then, for any admissible segment t : I →Mg,n such that t(0) = [C0, σ1, . . . , σn], we
have

lim
α′→0

α′F(t(α′)) =
φG(pG, Y )

ψG(Y )
,

where Y = (Ye)e∈E denotes the edge lengths determined by t.

We derive the above theorem from results describing the asymptotic behaviour of the
archimedean height pairing. We start with the case of disjoint divisors. We consider the
versal analytic deformation π : C → S of C0 (without the marked points), which we think of
as a smooth neighborhood of C0 in the analytic stackMg. Now S is a polydisc of dimension
3g − 3. Again the total space C is regular and we repeat the construction above letting
De ⊂ S denote the divisor parametrising those deformations in which the point associated
to e remains singular. Then D =

⋃
e∈E De is a normal crossing divisor whose complement

U = S \D can be identified with (∆∗)E×∆3g−3−|E|. To accommodate external momenta, we
assume that we are given two collections of sections of π, which we denote by σ1 = (σ`,1)`=1,...,n

and σ2 = (σ`,2)`=1,...,n. Since C is regular, the points σl ,i(0) lie on the smooth locus of C0. We

label the markings with two vectors p
1

= (pl ,1)nl=1 and p
2

= (pl ,2)nl=1 with pl ,i ∈ RD subject

to the conservation of momentum, thus obtaining a pair of relative degree zero RD-valued
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divisors

As =
n∑

l=1

pl ,1σl ,1, Bs =
n∑

l=1

pl ,2σl ,2.

Assume first that σ1 and σ2 are disjoint on each fiber of π. Archimedean height pairing
on each fiber of π thus gives a real-valued function

(9) s 7→ 〈As,Bs〉.
For each e ∈ E, denote by se the coordinate in the factor corresponding to e in U =

(∆∗)E×∆3g−3−|E|, write ye = −1
2π log |se| and put y = (ye)e∈E . After shrinking U if necessary,

the asymptotic of the height pairing is given by the following result:

Theorem 74 ([ABBF]). Assume, as above, that σ1 and σ2 are disjoint on each fibre.
Then there exists a bounded function h : U → R such that

(10) 〈As,Bs〉 = 2π
φG(pG

1
,pG

2
, y)

ψG(y)
+ h(s).

Theorem 74 only deals with disjoint sections. In order to derive Theorem 73 we need to
allow the supports of the divisors to intersect, which requires a regularisation of the height
pairing, as was previously discussed. Pointe-wise, the regularisation depends on the choice of
a metric on the tangent space of the given curve, so to regularise the height pairing globally we
choose a smooth (1, 1)-form µ on π−1(U) such that the restriction to each fibre Cs is positive.

Using µ we define a regularised height pairing 〈As,As〉′µ. In the case where g ≥ 1 and µ is
the Arakelov metric µAr we recover the function F from the string amplitude:

F([Cs, σ1(s), . . . , σn(s)]) = 〈As,As〉
′
µAr

.

The asymptotic of the regularised height pairing is described in the following result.

Theorem 75 ([ABBF]). Let p = (pi)i=1,...,n be external momenta satisfying the conser-
vation law and (σi)i=1,...,n a collection of sections σi : S → C. Put As =

∑
piσi(s), and let

µ be a smooth (1, 1)-form on π−1(U) whose restriction to each curve Cs is positive. Assume
that one of the following conditions hold:

(1) µ extends to a continuous (1, 1)-form on C, or
(2) the pi satisfy the “on shell” condition 〈pi,pi〉 = 0.

Then there exists a bounded function h : U → R such that

〈As,As〉
′
µ = 2π

φG(pG, y)

ψG(y)
+ h(s).

Theorem 73 can be easily obtained from Theorem 75. Indeed, for any admissible segment
t : I → U ′, we have

lim
α′→0

α′F(t(α′)) = lim
α′→0

[
φG(pG, (− log |te(α′)|α′)e)
ψG((− log |te(α′)|α′)e)

+ α′h(s)

]

=
φG(pG, Y )

ψG(Y )
,

where we use that φG/ψG is homogeneous of degree one, and that h is bounded.
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Remark 76. To compute the quantum field theory amplitude for “off shell” momenta
as a limit of heights, the surprising “on shell” condition in Theorem 73 can be avoided by
simply taking momenta pG = pG

1
= pG

2
and disjoint multisections σ1, σ2 which have the same

intersection data with components of the curve at infinity, by using (10) and the above limit
calculation.

The proofs of Theorems 74 and 75 are based on the Hodge theoretic interpretation of
the Archimedean height. Since both sides of the equality (10) are bilinear in the momenta,
we can reduce to the case of integer-valued divisors. Then As and Bs define a biextension
mixed Hodge structure HBs,As with graded pieces Z(1), H1(Cs,Z(1)),Z(0), see [124]. The
moduli space of such biextensions is the C×-bundle associated to the Poincaré line bundle

over J(Cs)×Ĵ(Cs), and one recovers the archimedean height by evaluating its canonical metric
at HBs,As . As s varies, the biextensions HBs,As fit together into an admissible variation of
mixed Hodge structures over U . We are able to write down explicitly the period map

Φ̃: Ũ −→ Hg × Rowg(C)× Colg(C)× C,

where Ũ is the universal cover of U and Hg the Siegel upper half-space. If P× denotes the

Poincaré bundle over the universal family of abelian varieties and their duals, Φ̃ descends to
the map Φ: U → P× which sends s to HBs,As . Then (a weak version of) the nilpotent orbit
theorem for variations of mixed Hodge structures (c.f. [207, 146, 205]) allows us to describe
the asymptotic of the height pairing.

We note that the asymptotic of the height pairing between algebraic cycles gives rise
to interesting questions, and has been studied by other authors, see, e.g., [124, 130, 136,
166, 206, 60]. In particular, an analogue of theorem 74 for families of curves over a one-
dimensional base was established by Holmes and de Jong in [136]. The question of obtaining
an explicit description of the asymptotics, in terms of a non-archimedean data, as we do for
the case of dimension one, is quite interesting that we are currently investigating.

5.5. The exchange graph and the stability of the ratio of the two Symanzik
polynomials

The proof of Theorem 74, once the period map is explicitly written down and the nilpotent
orbit theorem applied, is reduced to an interesting stability phenomenon concerning the ratio
of the two Symanzik polynomials, which we show to be surprisingly related to a combinatorial
result about the exchange properties between spanning trees and spanning 2-forests of a
given graph. In this section, we describe the results of that paper. It is interesting to
mention that the combinatorial results and the stability theorem described below, as well as
the definition of Symanzik polynomials, can be generalised to higher dimensional simplicial
complexes and matroids as it has been shown by my student Matthieu Piquerez [209]. The
result in this section can be thus regarded as belonging to the general framework of the
geometry of polynomials and rational functions associated to discrete combinatorial structures
along other recent works such as [44, 57, 221].

5.5.1. Determinantal representation of the Symanzik polynomials. Let G =
(V,E) be a finite connected graph on the set of vertices V of size n and with the set of edges
E = {e1, . . . , em} of size m. Denote by g the genus of G, which is by definition the integer
g = m− n+ 1.
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Let R be a ring of coefficients (that we will later assume to be either R or Z), and consider
the free R-module RE ' Rm =

{∑m
i=1 aiei | ai ∈ R

}
of rank m generated by the elements

of E. For any element a ∈ RE , we denote by ai the coefficient of ei in a.
Any edge ei in E gives a bilinear form of rank one 〈. , .〉i on Rm by the formula

〈a, b〉i := aibi.

Let y = {yi}ei∈E be a collection of elements of R indexed by E, and consider the symmetric

bilinear form α = 〈. , .〉y :=
∑

ei∈E yi〈. , .〉i. In the standard basis {ei} of RE , α is the diagonal

matrix with yi in the i-th entry, for i = 1, . . . ,m. We denote by Y := diag(y1, . . . , ym} this
diagonal matrix.

Let H ⊂ RE be a free R-submodule of rank r. The bilinear form α restricts to a bilinear
form α|H on H. Fixing a basis B = {γ1, . . . , γr} of H over R, and denoting by M the r ×m
matrix with row vectors γi written in the standard basis {ei} of RE , the restriction α|H can
be identified with the symmetric r × r matrix MYM τ so that for two vectors c, d ∈ Rr ' H
with a =

∑r
j=1 cjγj and b =

∑r
j=1 djγj , we have

α(a, b) = cMYM τdτ .

The Symanzik polynomial ψ(H, y) associated to the R-submodule H ↪→ RE is defined as

ψ(H, y) := det(MYM τ ).

Note that since the coordinates of MYM τ are linear forms in y1, . . . , ym, ψ(H, y) is a
homogeneous polynomial of degree r in yis.

For a different choice of basis B′ = {γ′1, . . . , γ′r} of H over R, the determinant gets multi-
plied by an element of R×2. It follows that ψ(H, y) is well-defined up to an invertible element

in R×2. In particular, if R = Z, the quantity ψ(H, y) is independent of the choice of the basis
and is therefore well-defined.

We now fix an orientation on the edges of the graph. We have a boundary map ∂ : RE →
RV , e 7→ ∂+(e) − ∂−(e), where ∂+ and ∂− denote the head and the tail of e, respectively.
The homology of G is defined via the exact sequence

(11) 0→ H1(G,R)→ RE
∂−→ RV → R→ 0.

The homology group H = H1(G,R) is a free submodule of Rm free of rank g, the genus of
the graph G, for any ring R. In particular, fixing a basis B of H1(G,Z), the polynomial

ψG(y) := ψ(H, y)

is independent of the choice of B. Writing M for the g × m matrix of the basis B in the
standard basis {ei} of RE , one has by definition ψG(y) = det(MYM τ ). It follows from the
Kirchhoff’s matrix-tree theorem [153] that

ψG(Y ) =
∑

T∈ST

∏

e 6∈T
Ye,

which is the form of the first Symanzik polynomial given at the beginning of this section.

The exact sequence (11) yields an isomorphism RE/H ' RV,0, where RV,0 consists of
those x ∈ RV whose coordinate sum to zero.
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Let now p ∈ RV,0 be a non-zero element, and let ω be any element in ∂−1(p). Denote by
Hω = ∂−1(R.p) = H +R.ω, and note that Hω is a free R-module of rank g + 1 which comes
with the basis Bω = B t {ω}.

The second Symanzik polynomial of (G,p) is defined by

φG(p, y) := ψ(Hω, y)

for the element ω ∈ RE with p = ∂(ω). The polynomial φG(p, y) is homogeneous of degree

g + 1 in yi’s, independent of the choice of the element ω ∈ ∂−1(p), c.f. [ABBF]. Writing N
for the (g + 1)×m matrix for the the basis Bω in the standard basis of RE , we see that

φG(p, y) = det(NYN τ ).

We have the following expression for the second Symanzik polynomial, c.f. e.g. [65] or [209],

φG(p, y) =
∑

F∈SF2

q(F )
∏

e/∈E(F )

ye ,

which is precisely the form of the second Symanzik polynomial given previously.
The definition can be extended to p ∈ RD using the Minkowski bilinear form on RD [ABBF].

5.5.2. Statement of the main theorem. Let U be a topological space and y1, . . . , ym :
U → R>0 be m continuous functions. Let p ∈ (R)V,0 be a fixed vector, and let ψG(y) : U →
R>0 and φG(p, y) : U → R>0 be the real-valued functions on U defined by the first and second
Symanzik polynomials.

Notation. We will use the following terminology in what follows: for two real-valued func-
tions F1 and F2 defined on U , we write F1 = Oy(F2) if there exist constants c, C > 0 such

that |F1(s)| ≤ c|F2(s)| on all points s ∈ U which verify y1(s), . . . , ym(s) ≥ C.

Let A : U → Matm×m(R) be a matrix-valued map taking at s ∈ U the value A(s). Assume
that A verifies the following two properties

(i) A is a bounded function, i.e., all the entries Ai,j of A take values in a bounded
interval [−C,C] of R, for some positive constant C > 0.

(ii) The two matrices M(Y +A)M τ and N(Y +A)N τ are invertible on U .

One might view the contribution of A as a perturbation of the standard scalar product
on the edges of the graph given by the (length) functions y1, . . . , ym, which can be further
regarded as changing the geometry of the graph, seen as a discrete metric space. The main
result of our paper [Ami4] is the following.

Theorem 77 ([Ami4]). Assume A : U → Matm×m(R) verifies the condition (i) and (ii)

above. The difference det(N(Y+A)Nτ )
det(M(Y+A)Mτ ) −

det(NY Nτ )
det(MYMτ ) is Oy(1).

This result might appear somehow surprising, given that the rational functions which
appear in the expression above are of degree one. Moreover, simple examples of rational
functions of negative degree such as y1/y

2
2 show that depending on the relative size of the

different parameters, the behaviour at infinity can be very irregular. E.g., in the example
y1/y2, if y1 grows at any rate faster than y2

2, then the ratio is unbounded at infinity. The
content of the theorem is thus a strong stability theorem at infinity of the ratio of the two
Symanzik polynomials.

We note that a similar result has been proved using different tools in a recent paper of
Burgos, Holmes and de Jong [62] in the setting of what is called normlike functions. On the
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other hand, as we proviously mentioned, the result holds in much more generality as it has
been worked out by Matthieu Piquerez [209], using the combinatorial approach of [Ami4]
that we describe now.

5.5.3. The exchange graph. Our proof of the above theorem is indirect and completely
combinatorial. We define an auxiliary graph which encodes the exchange properties between
the spanning trees and spanning 2-forests in G. We call this graph the exchange graph.
Exchange properties between spanning trees are well-understood and part of the more general
theory of matroids. The exchange property between spanning trees of a given graph assert
that for the distinct spanning trees T1 and T2 of a graph G, there exists an edge e1 of T1 and
an edge e2 of T2 such that T1 + e2 − e1 is a spanning tree of G. In particular, this shows
that if we define a graph with vertices consisting of all the spanning trees of G and with
edges consisting of all the pairs {T1, T2} with T2 = T1 − e + f for two edges e ∈ E(T1) and
f /∈ E(T1), then we have a connected graph. The idea of the exchange graph is similar. We
consider the exchange properties between pairs of spanning trees and spanning 2-forests.

Let G = (V,E) be a connected multigraph with vertex set V and edge set E. To exchange
graph H of G is defined as follows. The vertex set V of H is the disjoint union of two sets
V1 and V2, where

V1 :=
{

(F, T )
∣∣ F ∈ SF2(G), T ∈ ST (G) , E(F ) ∩ E(T ) = ∅

}
,

and

V2 :=
{

(T, F )
∣∣ T ∈ ST (G), F ∈ SF2(G) , E(F ) ∩ E(T ) = ∅

}
.

There is an edge in E connecting (F, T ) ∈ V1 to (T ′, F ′) ∈ V2 if there is an edge e ∈ E(T )
such that F ′ = T − e and T ′ = F + e.

Our result in [Ami4] gives a complete description of the connected components of H .

Let H0 = (V0,E0) be a connected component of H . Write V0 = V0,1tV0,2 with V0,i ⊂ Vi,
for i = 1, 2. Note that both V0,1 and V0,1 are non-empty. Let (F, T ) ∈ V0,i. Let G0 = (V,E0)
be the spanning subgraph of G having the edge set E0 = E(T ) ∪ E(F ). By definition of the
edges in H , and connectivity of H0, we have for all (A,B) ∈ V0, E(A)∪E(B) = E(G0). We
refer to G0 as the spanning subgraph of G associated to the connected component H0 of H .

Recall that for a subset X ⊂ V of the vertices of a (multi)graph G = (V,E), we denote
by G[X] the induced graph on X: it has vertex set X and edge set all the edge of E with
both end-points lying both in X.

Note that for any subset X ⊂ V , the induced subgraph G0[X] has at most 2|X|−2 edges.
We call a subset X of vertices of G0 saturated with respect to G0 if the induced subgraph
G0[X] has precisely 2|X| − 2 edges. A saturated component X of G0 is a maximal subset of
G for inclusion which is saturated with respect to G0.

Here is our theorem.

Theorem 78 ([Ami4]). Let G be a multigraph.

(1) The exchange graph H is connected if and only if the following two conditions hold:
(i) the edge set of G can be partitioned as E(G) = E(T )tE(F ) for a spanning tree

T and a spanning 2-forest F of G.
(ii) any non-empty subset X of V saturated with respect to G consists of a single

vertex.
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(2) More generally, there is a bijection between the connected components H0 of H and
the pair (G0; {T1,1, T1,2, . . . , Tr,1, Tr,2}) where
(i) G0 is a spanning subgraph of G which is a disjoint union of a spanning tree T

and a spanning forest F of G.
(ii) denoting the maximal subsets of V saturated with respect to G0 by X1, . . . , Xr,

then Tj,1 and Tj2 are two disjoint spanning trees on the vertex set Xj, and
E(G0[X]) = E(Tj,1) t E(Tj,2), for j = 1, . . . , r.

Under this correspondence, the vertex set of H0 consists of all the vertices (A,B) ∈ V
which verify E(A) ∪ E(B) = E(G0), and for all j = 1, . . . , r, A[Xj ] = Tj,1 and
B[Xj ] = Tj,2.

We refer to [Ami4] for a proof of this theorem, and to [209] for a generalisation of the
result to matroids.

The proof of Theorem 77 uses Cauchy-Binet formula to expand the determinants in terms
of spanning trees and spanning 2-forests. The terms in the nominator which are not trivially
bounded by the denominator can be reorganised into a sum of terms over the connected
components of the exchange graph. The classification theorem above then shows that this
terms vanish globally. Details can be found in [Ami4] and [209] (which contains more general
statements as well).

Proof of Theorem 74. The proof of the theorem in the case the genus of the dual graph
G coincides with the genus of the Riemann surface follows directly by the explicit formula
obtained in [ABBF] for the variation of the archimedean height pairing, in the form needed
to apply Theorem 77. The proof in the case the genus of G is strictly smaller than the genus
of the Riemann surface can be obtained by a tricky argument from the above case. Details
can be found in [Ami4]. 2





CHAPTER 6

Chow ring of products of graphs

In this chapter we present the results of [Ami2] where we study the structure of a Chow
ring associated to a product of graphs. This ring naturally arises from the Gross-Schoen
desingularisation of a product of regular proper semi-stable curves over discrete valuation
rings, for the corresponding family of dual graphs, and can be viewed as the universal com-
binatorial part of the Chow ring of products of semistable curves, when the family of dual
graphs is fixed.

We prove a localisation theorem, which describes the Chow ring of the product of any
family of graphs as an inverse limit of the Chow ring of hypercubes. This shows that the
Chow rings of products of graphs form a sheaf for the topology generated by the products of
subrgaphs.

We provide a complete description of the degree map, leading to a complete description
of the degree of intersections between divisors in the special fibre of the regular semistable
model of any product of curves.

We prove vanishing theorems in the Fourier dual description of the Chow ring of the
hypercube, which, combined with the work of Johannes Kolb, leads to an analytic formula
for the arithmetic intersection number of adelic metrised line bundles on products of curves
over complete discretely valued fields, generalsing a previous result of Shou-Wu Zhang in his
work on Gross-Schoen cycles and dualising sheaves.

Similar in sprite results on the combinatorial part of the Chow ring of semistable models
exist for few other families, notably for wonderful compactifications of the complement of
hyperplane arrangements, by the work of Feitchner-Yuzvinsky [106] and Adiprasito-Huh-
Katz [4].

6.1. Definition of the combinatorial Chow ring

Let R be a complete discrete valuation ring with an algebraically closed residue field k
and fraction field K, and let X be a smooth proper curve over K. By semi-stable reduction
theorem, replacing K with a finite extension if necessary, we can find a regular proper strict
semi-stable model X of X over the valuation ring. Denote by Xs the special fibre of X, and let
G = (V,E) be the dual graph of Xs. For each vertex v ∈ V , denote by Xv the corresponding
irreducible component of Xs. The intersection products Xv.Xu are described by the graph G
as follows:

∀ u, v ∈ V, Xu. Xv =

{
number of edges {u, v} in G if u 6= v,

−valG(v) if u = v,
(12)

where valG(v) is the valence of v in G. The intersection products satisfy the following two
sets of relations:

73
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(A 1) For all u, v ∈ V , XvXu = 0 if {u, v} /∈ E;
(A 2) For all u ∈ V , Xu(

∑
v∈V Xv) = 0.

Consider the polynomial ring Z(G) = Z[Cv | v ∈ V ] on variables Cv, and define the ideal
Irat ⊆ Z(G) of elements rationally equivalent to zero as the ideal generated by the polynomials
CuCv, for {u, v} /∈ E, and Cu(

∑
v∈V Cv) for u ∈ V . Define the Chow ring ChowGS(G) of the

graph G by ChowGS(G) := Z(G)/Irat, and note that we have a morphism of graded rings
ChowGS(G) → Chowc

Xs(X), where Chowc
Xs(X) denotes the subring of the Chow ring with

support ChowXs(X) of X with support in Xs generated by the irreducible components of the
special fibre (see [113, Chapter 17] or [117, Section 8] for the definition of Chow rings with
support).

For a graph consisting of a single edge e = {u, v} on two vertices, we have ChowGS(e) =
Z[Cu, Cv]/(C

2
u + CuCv, C

2
v + CuCv) ' Z⊕ ZCu ⊕ ZCv ⊕ ZCuCv. For a general graph G, the

structure of ChowGS(G) is completely described by an exact sequence of the form

(13) 0→ ChowGS(G)→
∏

e∈E
ChowGS(e)→

∏

{e1,e2}∈L(G)

Z,

where L(G) denotes the line graph of G .(Recall that the line graph of a give graph G = (V,E)
is the graph on vertex set E and with edge set consisting of all the pairs {e, e′} ⊂ E with e
and e′ incident edges in G.)

We have a (local) degree map deg : ChowGS(G) → Z which is defined as follows. For
any edge e = {u, v} ∈ E, define the map dege : ChowGS(e) → Z by sending an element x
of ChowGS(e) to the coefficient of CuCv in x. The degree map deg is then the composition
of the embedding ChowGS(G) ↪→ ∏

e∈E ChowGS(e) with the map
∑

e∈E dege. By definition,
the degree map coincides with the intersection pairing (12), i.e., for all u, v ∈ V , we have
deg(CuCv) = XuXv.

We now provide a generalisation of the above picture for the products of (an arbitrary
number) of proper smooth curves over a complete discretely valued field.

So letX1, . . . , Xd be proper smooth curves overK, and, replacingK with a finite extension
if necessary, consider a regular strict semi-stable model Xi ofXi over the valuation ring for each
i. Starting from the product X1 ×Spec(R) · · · ×Spec(R) Xd, the Gross-Schoen desingularisation
procedure [121] provides a regular proper semi-stable model X of the product X = X1×· · ·×
Xd over the valution ring R. The desingularisation depends on the choice of a total order on
the components of the special fibre of each Xi.

Denote by G1 = (V1, E1), . . . , Gd = (Vd, Ed) the dual graphs of the special fibres of
X1 . . . ,Xd, respectively, and suppose that a total order ≤i on the vertex set Vi is given for each
i. The dual complex of the special fibre of the Gross-Schoen model X of X is a triangulation
of the product G = G1×· · ·×Gd. When G is given by its natural cubical structure with cubes
corresponding to the elements of the product E = E1 × · · · × Ed, the triangulation consists
of the union of the standard triangulation of these d-dimensional cubes, compatible with the
fixed total orders on the vertex set of each graph Gi. This is defined as follows.

First, for each 1 ≤ i ≤ d, we orient the edges of Gi with respect to the total order ≤i in
such a way that any edge {u, v} ∈ Ei gets orientation uv with u <i v.

Let E = E1 × · · · × Ed, and for each e = (e1, . . . , ed) ∈ E , for oriented edges e1 ∈
E1, . . . , ed ∈ Ed, denote by �e the product e1×· · ·×ed. We identify �e with the d-dimensional
cube �d with vertices {0, 1}d via the identification of each oriented edge ei = uivi with {0, 1},
identifying thus ui with 0 and vi with 1. We endow the hypercube �d with its standard
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simplicial structure. Namely, identify �d with the vertex set of the hypercube [0, 1]d, and for
each element σ of the symmetric group Sd of order d, define

∆σ :=
{

(x1, . . . , xd) ∈ [0, 1]d
∣∣∣ 0 ≤ xσ(1) ≤ · · · ≤ xσ(d) ≤ 1

}
.

The non-degenerate d-simplices of �d are the vertices of ∆σ, for any element σ ∈ Sd.
The vertex set G0 of the simplicial set G is the product G0 = V1 × · · · × Vd of the vertex

sets, whose elements are in bijection with irreducible components of the special fibre Xs of X:
for an element v ∈ G0, we denote by Xv the corresponding irreducible component of Xs.

Consider the Chow ring with support ChowXs(X). The intersection products between Xv,
for v ∈ V , in ChowXs(X) verify three types of equations ((R1), (R2), (R3) below), given by
Kolb in [157, 158], two of which are higher dimensional analogous of the relations (A 1) and
(A 2). This leads to the definition of a Chow ring ChowGS(G) for the product of graphs, that
we describe next.

Denote by Z(G) the polynomial ring with coefficients in Z generated by the vertices of G,
namely,

Z(G) := Z[Cv |v ∈ G0],

where the variables Cv are associated to the vertices (0-simplices) of G. We view Z(G) as a
graded ring where each variable Cv is of degree one.

The graded ideal Irat of all the elements of Z(G) which are rationally equivalent to zero
is defined as the ideal generated by the following three types of generators:

(R1) Cv1Cv2 . . . Cvk for k ∈ N and elements vj ∈ G0 such that v1, . . . ,vk do not form
a simplex in G ;

(R2) Cu

(∑
v∈G0

Cv

)
for any vertex u ∈ G0; and

(R3) CuCw

(∑
v∈G0:vi=ui

Cv

)
for any pair of vertices u,w ∈ G0 and any index 1 ≤ i ≤ d

with ui 6= wi.

Definition 79. The combinatorial (Gross-Schoen) Chow ring of G is the graded ring
ChowGS(G) := Z(G)/Irat.

The ring ChowGS(G) is the universal graded commutative ring with generators indexed
by vertices of G and verifying relations (R1), (R2), (R3) above; in particular we get a well-
defined map

(14) αX : ChowGS(G)→ ChowXs(X),

for X the Gross-Schoen desingularisation of the products of curves X1 × · · · × Xd (where for
each i, the dual graph of the special fibre of Xi is isomorphic to Gi).

Remark 80. There are other different types of cohomological rings one can associate to
a product of graphs, e.g., the Stanley ring of the product of graphs (with its natural cubical
structure) [133], the tropical Chow ring of products of (metric) graphs [11, 226], the Chow
ring of matroids [4, 106], and the tropical homology groups [139].
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6.2. Statement of the main results

We describe the structure of the above Chow ring through the structure Theorem 82
which gives an alternative description of the additive structure of the graded pieces of the
Chow ring, the localisation Theorem 81, which is a generalisation of the exact sequence (13)
to products of graphs, the calculation of the degree map, which is a generalisation of (12) to
higher dimension, and a set of vanishing theorems. We now discuss these results.

6.2.1. Localisation. Theorem 81 provides a generalisation of the exact sequence (13)
to products of graphs, showing that the calculations in the ring ChowGS(G) can be reduced
to calculation in the Chow ring of the hypercubes of dimension d, namely, the products of d
copies of the complete graph K2 on two vertices.

Recall first that a homomorphism of graphs f : H → G is a map f : V (H)→ V (G) such
that for any edge {u, v} ∈ E(H), either f(u) = f(v) or {f(u), f(v)} ∈ E(G).

Let H1, . . . ,Hd be d simple connected graphs. Define H = H1 × · · · × Hd with the
induced simplicial structure. Suppose that for each i = 1, . . . , d, a homomorphism of graphs
fi : Hi → Gi is given (such that fi respects also the two fixed orderings on the vertex set of
Hi and Gi). The product of fi leads to a morphism of simplicial sets f : H → G, and induces
a morphism of graded rings f∗ : Z(G)→ Z(H), defined on the level of generators by sending
Cv for v ∈ G0 to

f∗(Cv) =
∑

u∈H0
f(u)=v

Cu.

It further induces a well-defined map of Chow rings f∗ : ChowGS(G)→ ChowGS(H).
Let now G1 = (V1, E1), . . . , (Gd, Ed) be a collection of d simple connected graphs, and

G =
∏
iGi, as above. For e ∈ E = E1 × · · · ×Ed, let �e = e1 × · · · × ed. Regarding each edge

ei as a subgraph of G isomorphic to K2, and applying the functoriality to the inclusions of the
subgraph ei ↪→ Gi, we get a map ι∗e : ChowGS(G) → ChowGS(�e) ' ChowGS(�d) associated
to the inclusion map of simplicial sets

ιe : �e ↪→ G.
In addition for any face �x of �e, which is a cube of smaller dimension obtained by taking

a product of subgraphs Hi of Gi of the form Hi = ei or Hi a vertex of ei, we get similarly a
map of Chow rings ChowGS(�e)→ ChowGS(�x).

With this preparation, the localisation theorem can be stated as follows.

Theorem 81 ([Ami2]). The map of graded rings
∏

e∈E
ιe∗ : ChowGS(G)→

⊕

e∈E
ChowGS(�e)

is injective and identifies ChowGS(G) as the inverse limit of the Chow ring of cubes of G for
the diagram of maps induced by the inclusion of cubes.

We refer to [Ami2] for a more explicit statement. Endowing the simplicial set G with
the cubical topology with a basis of open sets consisting of the products of subgraphs of Gi,
the localisation theorem ensures that the Chow rings form a sheaf for the coverings of G with
open sets whose union covers all the simplices of G.
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To our surprise, the proof of the theorem turns out to be quite non-trivial and tricky.
It is an indirect argument based on an alternative description of the Chow groups in terms
of non-degenerate simplices of the product G and specific relations, taking into account the
cubical structure of G.

6.2.2. Alternative description of the additive structure of ChowGS(G). The total
orders ≤i on the vertex sets Vi, i = 1, . . . , d, induce a partial order ≤ on G0 defined by saying
u = (u1, . . . , ud) ≤ v = (v1, . . . , vd) if ui ≤i vi for each i.

Let u < v be two elements of G0 such that {u,v} forms a one-simplex. This means
that for each i, we have ui = vi or {ui, vi} ∈ Ei. Denote by I(u,v) the set of all indices
i with ui < vi, and let eu,v be the cube of dimension |I(u,v)| formed by all the vertices

z = (z1, . . . , zd) in G0 with zi ∈ {ui, vi}, i.e., eu,v =
∏d
i=1{ui, vi}.

For any integer k ∈ N, denote by Gndk the set of all non-degenerate k-simplices of G. Each

element σ of Gndk is a sequence u0 < u1 < · · · < uk of vertices ui ∈ G0 such that {uj ,uj+1} is
a 1-simplex of G, for any 0 ≤ j ≤ k − 1.

Let σ be a non-degenerate k-simplex of G. For two indices 1 ≤ i, j ≤ d lying both in
I(ut,ut+1) for some 0 ≤ t ≤ k − 1, define

R̃σ,i,j :=
∑

w∈eut,ut+1
wi=ut,i

Cw −
∑

w∈eut,ut+1
wj=ut,j

Cw.

For any k-simplex σ ∈ Gk, denote by Cσ the product (with multiplicity) of Cv over all vertices

of σ, i.e., Cσ :=
∏

v∈σ Cv. Using (R1) and (R3), one verifies that CσR̃σ,i,j ∈ Irat.

For any k ∈ N, denote by Z〈Gndk 〉 the Z-submodule of Z(G) generated by all elements Cσ
for σ ∈ Gndk . By definition of the simplicial structure, one sees that for an element σ ∈ Gndk
consisting of vertices u0 < · · · < uk, and for i, j ∈ I(ut,ut+1) as above, the product CσR̃σ,i,j
lies in Z〈Gndk 〉. Denote by I nd

k the Z-submodule of Z〈Gndk 〉 generated by all the elements

CσR̃σ,i,j , for σ ∈ Gndk and i, j ∈ I(ut,ut+1) as above. We have the following theorem.

Theorem 82 ([Ami2]). For any non-negative integer k, we have

Chowk+1
GS (G) ' Z〈Gndk 〉/I nd

k .

The existence of a surjection from Z〈Gnd
k 〉/I nd

k to Chowk+1
GS (G) is a consequence of the

combinatorial moving lemma, which states that non-degenerate simplices generate the Chow
ring. For the proof of the injectivity of this map, we define a filtration on Zk+1(G), and then
we show by induction that it induces a trivial filtration on the kernel of the above map. It is
not clear if this filtration has any geometric origin.

6.2.3. Combinatorics of the degree map. Let �d = {0, 1}d be the d-dimensional
hypercube, which is the d-fold product of the complete graph K2 on two vertices 0 < 1 with
its standard simplicial structure. It follows from the structure theorem that the Chow ring
ChowGS(�d) is of rank one in graded degree d+ 1, i.e., Chowd+1

GS (�d) ' Z, generated by Cσ
for any non-degenerate d-simplex σ of �d. This leads to a well-defined degree map

deg : Chowd+1
GS (�d)→ Z.

Combining this with the localisation theorem, and the vanishing of Chowi
GS(�d) in degree

i ≥ d + 2, which follows for example from the structure theorem, or the moving lemma, we



78 6. CHOW RING OF PRODUCTS OF GRAPHS

infer that for any collection of simple connected graphs G1 = (V1, E1), . . . , Gd = (Vd, Ed), we

have Chowd+1
GS (G ) ' Z|E |. Therefore we get a degree map deg : Chowd+1

GS (G) ' Z|E | → Z, by

aditionning the coordinates in Z|E |.

Our next result gives a combinatorial formula for the value of the degree map. Combined
with the map αX in (14), this results in a concrete effective description of the local degrees in
the Chow ring Chowc

Xs(X) for the Gross-Schoen desingularisation X of a product of semi-stable
R-curves X1, . . . , Xd, generalizing (12) to higher dimension.

Since Chowd+1
GS (G) is generated by monomials, we can restrict to the case of a monomial,

and by localisation theorem, and the definition of the degree map, it will be enough to treat
the case of the hypercube �d.

By definition of the simplicial structure, each (possibly degenerate) d-simplex σ of �d is
of the form vn1

1 vn2
2 . . .vnkk with v1 < v2 < · · · < vk, and ni ≥ 1 with

∑
i ni = d+ 1. We have

0 ≤ |v1| < · · · < |vk| ≤ d, where for any v ∈ �d, we denote by |v| the length of v defined as
the number of coordinates of v equal to one. Let [d] := {0, 1, . . . , d}. We have

Theorem 83 ([Ami2]). Notations as above, let Cσ = Cn1
v1
. . . Cnkvk . One of the two fol-

lowing cases can happen.

(1) If there exists an 1 ≤ i < k such that n1 + · · ·+ ni > |vi+1|, then Cσ = 0. Similarly,
if there exists an k ≥ i ≥ 2 such that ni + · · ·+ nk > d− |vi−1|, then Cσ = 0.

(2) Otherwise, there exists a sequence of integers y0, x1, y1, x2, y2, . . . , xk−1, yk−1, xk ver-
ifying the following properties
• |v1| = y0.
• For all i = 2, . . . , k, |vi| = |vi−1|+ xi + yi + 1.
• ni = yi−1 + xi + 1 for all i = 1, . . . , k,

and, in this case, we have

deg(Cσ) = (−1)d+1−k
(
y0 + x1

y0

)(
x1 + y1

x1

)(
y1 + x2

y1

)
. . .

(
xk−1 + yk−1

yk−1

)(
yk−1 + xk

xk

)
.

6.2.4. Fourier transform and a vanishing theorem. Identifying the points of �d

with the elements of the vector space Fd2, it is possible to give a dual description of the Chow
ring of the hypercube using the Fourier duality. So let 〈 , 〉 be the scalar product on Fd2 defined
by

∀u,v ∈ Fd2, 〈v,u〉 :=
d∑

i=1

vi.ui ∈ F2.

For w ∈ Fd2, define Fw by

Fw :=
∑

v∈�d
(−1)〈v,w〉Cv.

By Fourier duality, we have for any v ∈ Fd2,

Cv =
1

2d

∑

v∈�d
(−1)〈v,w〉Fw.
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It follows that the set {Fw}w∈�d forms another system of generators for the Chow ring

ChowGS(�d)[1
2 ] localised at 2, that we call the Fourier dual of the set {Cv}v∈�d .

The generators {Fw} in ChowGS(�d) verify three types of relations which give a complete
set of relations with coefficients in Z[1

2 ] [Ami2].
We now describe a criterion guaranteeing the vanishing of a monomial of the form

Fw0 . . . Fwd , for elements w0, . . . ,wd ∈ Fd2. Let P = {P1, . . . , Pk} be a partition of {1, . . . , d}
into k disjoint non-empty sets. For each wi, denote by α(wi,P) the number of indices
1 ≤ i ≤ k such that there exists j ∈ Pi with wj = 1.

Theorem 84 (Vanishing theorem [Ami2]). If
∑d

i=0 α(wi,P) < d + k, then we have
Fw0 . . . Fwd = 0 in the Chow ring.

This property was conjectured by Kolb and is required in [158] in order to get the analytic
description of the local degree map, that we briefly describe in the next section.

Note that, contrary to Theorem 83, we do not have a complete description of the degree
in terms of the generators Fw.

6.3. Analytic description of the local intersection numbers

Let X be a smooth proper curve over a complete discretely valued field K with an alge-
braically closed residue field. Recall from Chapter 2 that the Berkovich analytification Xan of
X is a compact path-wise connected Hausdorff topological space which deformation retracts
to a compact metric graph Γ. If X admits a regular semi-stable model X over the valuation
ring of K, the metric graph Γ has a model (G, `) given by the dual graph G = (V,E) of X
and the edge length ` : E(G)→ R given by `(e) = 1 for all edges e ∈ E.

Any Cartier divisor D on X with support in the special fibre X gives a map f : V → Z, that
we can extend to Γ by linear interpolation on interior points of the intervals in Γ corresponding
to the edges of G. For two Cartier divisors D1, D2 ∈ Chow1

Xs(X) with functions f1, f2 : Γ→ R,
the degree map given by the pairing (12) gives a number deg(D1D2), which can be described
analytically as

(15) deg(D1D2) = 〈f1, f2〉Dir = −
∫

Γ
f ′1f
′
2.

Here 〈. , .〉Dir denotes the Dirichlet pairing on piecewise smooth functions on Γ [25, 248] (and
Chapter 7).

By an approximation argument involving semi-stable models over finite base field exten-
sions and viewing Cartier divisors with support in the special fibres of semi-stable models
as piecewise linear functions on Γ, one can continuously extend the (degree) pairing between
divisors to the full class of piecewise smooth functions on Γ such that the equation above
remains valid for this more general class of functions [248].

Motivated by applications in arithmetic geometry, Zhang derived in [250] a generalisation
of the analytic formula (15) for the degree pairing in the case of a 2-fold product of a smooth
proper curve X over K. The formula allowed to reduce the geometric Bogomolov conjecture
to a conjecture on harmonic analysis on metric graphs, which was then solved by Cinkir [72].

Kolb [158] later generalised Zhang’s formula to d-fold products of X assuming the validity
of the vanishing Theorem 84. We state his result in the more general setting of a product of
smooth proper curves X1, . . . , Xd.
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Let X1, . . . , Xd be smooth proper curves over K, that we suppose (up to passing to a finite
extension of K), to have regular strict semi-stable models X1, . . . ,Xd over the valuation ring R.
Denote by G1, . . . , Gd the dual graphs of the special fibres of X1, . . . ,Xd, respectively, and let G
be the product G1×· · ·×Gd with its simplicial structure. The Gross-Schoen desingularisation
gives a regular proper strict semi-stable model X of the product X = X1×· · ·×Xd with special
fibre Xs having a dual complex isomorphic to G. The geometric realisation of G is a locally
affine space which embeds in the Berkovich analytification Xan of X (by a general theorem
of Berkovich [34]). Each Cartier divisor D with support in the special fibre Xs induces a
metric on the trivial line bundle corresponding to a piecewise affine function on the geometric
realisation of G (for metric on lines bundles see e.g. [249]). The intersection pairing given by
the degree map induces a multi-linear pairing between piecewise affine functions (by passing
to finite extensions of K if necessary), and we have

〈fD0 , . . . , fDd〉 = deg(D0 . . . Dd).

This pairing can be viewed as the local contribution to the intersection product of metrised
line bundles in non-Archimedean Arakelov theory. It is useful to extend this pairing to a
larger class of metrised line bundles. By approximation, for each of the piecewise smooth
functions fi, one may take a sequence of piecewise linear functions converging to fi, and
extend the pairing as the limit of the pairing between piecewise linear functions. This has
been carried out in great detail in [158]. The well-definedness of the extension as well as
the analytic generalisation of the Formula (15) is guaranteed if the vanishing condition in
Theorem 84 holds. To state the theorem, we need to introduce some notations.

For each graph Gi, denote by Γi the metric graph associated to (G, `) with length function

` ≡ 1, the constant function. For each n ∈ N, denote by G
(n)
i = (V

(n)
i , E

(n)
i ) the n-th

subdivision of Gi, where each edge e is subdivided into n edges. The pair (G
(n)
i , `(n)) with

length function `(n) ≡ 1/n is a model of the same metric graph Γi. A total order on the

vertex set of Gi naturally extends to a total order on the vertex set of G
(n)
i such that the

vertices of G
(n)
i on each edge e of G form a monotone sequence. Denote by G(n) the simplicial

set on the product G
(n)
1 × · · · × G(n)

d . This provides a triangulation of the topological space
T = Γ1 × · · · × Γd. The space T has a natural affine structure induced by the cubes

�e ' [0, 1]d for each e ∈ E (n) = E
(n)
1 × · · · × E(n)

d . Define the space C∞∆ ( T ) as the space of
functions f : T → R which are smooth on simplices of G [158]. This means, for any cube
�e ' [0, 1]d, the restriction of f to each triangle ∆ of [0, 1]d can be extended to a smooth
function in a neighborhood of ∆.

For each f ∈ C∞∆ (T ), denote by f (n) the piecewise affine function on T obtained by
interpolating the values of f on the vertices to all the interior points of σ, on each simplex σ
of G(n).

The graphs G
(n)
i are the dual graphs of a semi-stable model X

(n)
i of XK′ for an appropriate

finite extension K ′ of K, and the simplicial set G(n) corresponds to the dual complex of the

Gross-Schoen desingularisation of the product X
(n)
1 × . . .X(n)

d . Looking at R-Cartier divisors

with support in the special fibre X
(n)
s as real valued functions defined on the vertices of G(n),

the degree map in the ring ChowX(n)

Xs leads to a pairing 〈f (n)
0 , . . . , f

(n)
d 〉 for any collection of

functions f0, . . . , fd ∈ C∞∆ (T ). With these preliminaries, combining our Theorem 84 with the
results in [158], we get the following generalisation of Equation (15).
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Theorem 85. For any collection of functions f0, . . . , fd ∈ C∞∆ (T ), the limit

〈f0, . . . , fd〉 := lim
n→∞

〈f (n)
0 , . . . , f

(n)
d 〉

exists, and admits the following analytic development

〈f0, . . . , fd〉 =
∑

partitions
P of [d]

1

2|P|+d
∑

w0,...,wd∈Fd2∑
α(wi,P)=d+|P|

deg
( d∏

i=0

Fwi

) ∫

DiagP

d∏

i=0

Dwi
α(wi,P)(fi).

In the above formula the generalised diagonal DiagP is the union of the generalised diag-
onals DiageP in the hypercubes �e ' �d = [0, 1]d consisting of all the points (x1, . . . , xd) ∈
[0, 1]d which verify xi = xj for all i, j ∈ [d] belonging to the same element of the partition
P. The term Dwi

α(wi,P)(fi) is a partial derivative of fi of order α(wi,P) in the direction of

wi and along the generalised diagonal DiagP . For example, for the partition P of [d] into
singletons, we have α(w,P) = |w| for any w ∈ Fd2, and on any cube �e ' [0, 1]d, we have

Dwi
α(wi,P) = ( ∂

∂x1
)w1 . . . ( ∂

∂xd
)wd . We omit the formal definition and refer to [158] for more

details.

Let us finish by mentioning that a general approach to non-Archimedean Arakelov geom-
etry using Berkovich theory and tropical geometry has been proposed in the recent works of
Chambert-Loir and Ducros [66] and Gubler and Künnemann [123]. It would be interesting to
formulate the above results in this framework, and to obtain generalisation to other analytic
varieties.





CHAPTER 7

Eigenvalue estimates in graphs and combinatorial
Li-Yang-Yau inequality

The result presented in this chapter concern the spectral geometry of graphs, and have
their source of motivation by the results and problems encountered in the previous chapters.

The spectrum of the Laplacian of a finite graph is a source of information about the
structural properties of the graph and is used in a large variety of applications to other
domains, see e.g. [192, 137, 69] for a discussion of applications.

The study of the spectrum of a finite graph is in many ways related to the spectral theory
of Riemannian manifolds. Starting from the pioneering works of Burger and Brooks [59,
61], which connect the eigenvalues of a covering space to the ones of their Cayley-Schreier
graphs, and that of Colin de Verdière and Colbois on degenerations of Riemannian manifold
to (metric) graphs [78, 76], finite graphs have been used as a way to get control on the
eigenvalues of Riemannian manifolds. Bounds on graph eigenvalues are usually used to prove
bounds for Riemannian manifolds, and results in geometric analysis have been a source of
inspiration to state and prove corresponding results concerning finite graphs, essentially from
scratch. These proofs, interestingly, usually bear some high level similarity to the ones used
in Riemannian geometry.

In [AmiCo], taking a different route, we show how eigenvalue bounds for surfaces com-
bined with basic spectral theory of (singular) surfaces and a suitable version of the transfer
principle allows to obtain eigenvalue estimates for graphs in terms of their geometric genus,
i.e., the minimum genus of an orientable surface on which the graph can be embedded. The
obtained results are tight and improve several previous results in the literature. The transfer
principle has other applications that we briefly discuss in this section. This concerns uniform
upper and lower bounds on the eigenvalues of the continuous Laplacian on metric graphs
in terms of the eigenvalues of their simple graph models, as well as a generalisation of the
mesh partitioning results of Miller-Teng-Thurston-Vavasis [190] and Spielman-Teng [228] to
arbitrary meshes.

On the other hand, we prove in [AmiKool] a combinatorial version of the Li-Yang-
Yau inequality [170], linking the divisorial gonality of the graph, as defined in the previous
chapters, to its volume and its spectral gap. The link between the two concepts is provided
by tree-decompositions of graphs, a fundamental concept in Robertson-Seymour graph minor
theory, which might be viewed as a relaxed version of the topological degree.

7.1. Spectral geometry of graphs

We start by first recalling some basic fundamental results concerning the eigenvalues
of general graphs, and then restrict to some special families of graphs. For more details
concerning these materials, see e.g., [86, 137].

83
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For any graph G on n vertices, denote by λ0(G) = 0 < λ1(G) ≤ λ2(G) ≤ · · · ≤ λn−1(G)
all the eigenvalues of the graph Laplacian ∆ = ∆G. Recall that ∆ is the positive semidefinite
operator defined on the space of real valued functions on the vertices of G by

∆(f)(v) =
∑

u:uv∈E
f(v)− f(u),

for any function f : V → R.
The eigenvalues of a bounded degree graph provide information on the existence of good

clusterings of that graph. For clusterings in two classes, this is the statement of the celebrated
discrete Cheeger inequality by Alon and Milman [70, 12]: a sparse balanced cut may be found
if and only the second eigenvalue, or Fiedler value, is small. More precisely, let S be a subset
of V . The (edge) boundary of S, denoted by B(S), is the set of edges E(S, Sc) between a
vertex in S and a vertex in its complementary Sc = V \ S. Its size is denoted by b(S). The
expansion of a subset S of vertices is by definition b(S)/|S|. The (edge) expansion of G is
defined as follows:

exp(G) = min
S⊂V,|S|≤ |V |

2

b(S)

|S| .

By definition, the expansion is bounded by minimum degree of G.
The following theorem of Alon-Milman shows that the spectral gap of G, which is by

definition the first non-trivial eigenvalue λ1 of the Laplacian ∆, controls the expansion factor
of G if G is regular.

Theorem 86 (Alon-Milman [12]). Let G be a d-regular graph. Then

λ1

2
≤ exp(G) ≤

√
2dλ1 .

More recent results [168, 176] show that similar statements hold for k-way clusterings,
whose optimal quality is shown to relate to the k-th eigenvalue. While this connection does
in general get looser as k grows, it is about as tight as in the two-way case when the density
of states near k is large enough. The proofs of these results are constructive and show that
specific spectral clustering algorithms find a clustering whose quality is controlled by the
spectrum of the graph.

In particular, upper bounds on the eigenvalues of a class of graphs directly translate into
efficient clustering algorithms with quality guarantees. This motivated a series of works in
natural families of graphs starting with [228], which we discuss a bit later.

For general graphs, the following classical theorem of Alon-Boppana provides an upper
bound on the spectral gap for a regular graph.

Theorem 87 (Alon-Boppana [198]). Let G be a d-regular graph. We have

λ1 ≤ d− 2
√
d− 1 + o(1) .

On the other hand, Friedman [111] has proved that for any ε, random d-regular graphs
have asymptotically almost surely |λ1 − d + 2

√
d− 1| ≤ ε. (See also the recent work of

Bordenave [45] for a different proof of this result and its extension to random lifts, see also
the next remark). So the bound in the Alon-Boppana theorem is asymptotically almost surely
tight.
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Remark 88. We note by passing that a graph is called Ramanujan if for all the non-
trivial eigenvalues, |d − λi(G)| ≤ 2

√
d− 1 [86]. Until recently it was unknown if an infinite

family of Ramanujan graphs existed in all fixed degrees d; constructions were known for
d = q + 1 for q a prime power [86]. An elegant recent paper of Marcus, Speilman and
Srivastava [184] solved this problem, by showing the existence of an infinite family of bipartite
Ramanujan graphs of any given degree d, obtained recursively by random 2-lifts of a previously
constructed Ramanujan graphs. A group-representation-theoretic generalisation of [184] is
discussed simultaneously in the master thesis of my student Maurice Fuhr [112] and the
recent paper of [125], which contains a generalisation of the matching polynomial.

7.1.1. Tree-decomposition, minors, and graph minor theorem. We now review
some basic terminology on tree-decompositions of finite graphs, and discuss the eigenvalues
of minor-closed classes of graphs.

Let G = (V,E) be a connected graph. A tree-decomposition of G is a pair (T,X ) where
T is a finite tree on a set of vertices I, and X = {Xi : i ∈ I} is a collection of subsets of V ,
subject to the following three conditions:

(1) V = ∪i∈IXi,
(2) for any edge e in G, there is a set Xi ∈ X which contains both end-points of e,
(3) for any triple i1, i2, i3 of vertices of T , if i2 is on the path from i1 to i3 in T , then

Xi1 ∩Xi3 ⊆ Xi2 .

Note that the point (3) in the above definition simply means that the subgraph of T
induced by all the vertices i which contain a given vertex v of the graph G is connected. In
other words, a tree-decomposition of a graph G consists of representing G as an intersection
graph of a collection of subtrees of a given tree, i.e., choosing a tree T , associating a subtree
Tv of T to each vertex of v such that if two vertices are adjacent in G, then the corresponding
subtrees share a common vertex.

The width of a tree-decomposition (T,X ) is defined as w(T,X ) = maxi∈I |Xi| − 1. In the
alternative picture, this is the maximum number of subtrees which all share a common vertex
of T , deduced by one. The tree-width of G denoted by tw(G) is the minimum width of any
tree-decomposition of G.

Tree-width is a subtle invariant of a given graph in terms of calculability. There is a useful
duality theorem concerning the tree-width, resulting in a min-max theorem, which allows in
practice to bound the tree-width of graphs.

The dual notion for tree-width is a bramble (named by Reed [214]): a bramble in a finite
graph G is a collection of connected subsets of V (G) such that the union of any two of these
subsets forms again a connected subset of V (G). (To be more precise, we should say the
graph induced on these subsets is connected.) This means for any two members of a bramble,
there exists an edge such that each of the two element contain an endpoint of that edge.

The order of a bramble is the minimum size of a subset of vertices which intersect any
set in the bramble. The bramble number of G, denoted by bn(G), is the maximum order of
a bramble in G. The duality theorem then is the following statement.

Theorem 89 (Seymour-Thomas [224]). For any graph G, tw(G) = bn(G)− 1.

For a game theoretic interpretation of this result in terms of a search game between a
fugitive and a group of searchers in the graph see [224]. More general forms of the duality
theorem can be found in [AMNT, 92].
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Example 90. Let H be an n×n grid, which has n2 vertices enumerated with pairs (i, j),
1 ≤ i, j ≤ n. Let H0 be the upper left (n − 1) × (n − 1) sub-grid of H. Let C be the last
column of H, and let L be the last line of H from which we remove the vertex (n, n), i.e.,
L = {(n, 1), . . . , (n, n− 1)}. Consider the collection B consisting of all the crosses of H0, and
both C and L. A cross is the union of any line and any column. It is easy to see that B has
order n+ 1, which then implies that tw(H) ≥ n. Actually, we have the equality tw(H) = n,
as one can easily construct a tree-decomposition of H of width n. This example shows that
grid graphs can have very large tree-width. Since all grid graphs are planar, the example
shows that the tree-width is an unbounded function on the class of planar graphs.

The other important notion in graph theory is the notion of minor in a graph. A graph
H is a minor of another graph G, and we write H � G, if H is isomorphic to a graph H ′

which can be obtained from G by a sequence of operations consisting in
- contracting an edge of G, or
- removing an edge of G.

The main theorem concerning the notion of graph minors is the following theorem of
Robertson and Seymour, which is a finiteness theorem with some mathematical logic flavour.

Theorem 91 (Robertson-Seymour [215]). Let F be a family of graphs which is stable
under minors, i.e., if G ∈ F and H is a minor of G, then H belongs to F . Then there is a
finite number of graphs (possibly empty if F contains all finite graphs) H1, . . . ,Hk such that
G belongs to F if and only if G does not contain any of Hi as minor.

We say a graph G = (V,E) can be embedded in a surface S if there is a way to draw G on
S in such a way that there is no crossing between the edge of G in the drawing. Since graphs
embeddable on a fixed surface S form a family of graphs stable under minors, the above
theorem provides a far reaching generalisation of Kuratowski theorem which characterises
planar graphs as the family of graphs which do not contain the complete graph on five vertices
K5, and the complete bipartite graph K3,3 on two parts of size three each. On the other hand,
describing the family of forbidden minors Hi explicitly is a quite difficult problem. Beside the
example of the planar graphs, and the graphs embeddable on the projective plane, there are
no such explicit results in the literature.

Back now to the tree-width, it is easy to see that tree-width is minor monotone, in the
sense that if H � G, then tw(H) ≤ tw(G). Since grid minors have arbitrary large tree-width,
it follows that bounded tree-width graphs cannot have large grid minors. In fact, Robertson
and Seymour prove that tree-width is a bounded function on the class of graphs with forbidden
H-minor if and only if H is planar.

7.1.2. Eigenvalue estimates in minor closed families. Let H be a given graph.
Consider the family FH of all connected graphs G which do not contain H as minor. Note
that FH is minor closed. The following theorem shows that graphs in FH are far from being
an expander.

Theorem 92 (Kelner-Lee-Price-Teng [151]). There is a constant h = h(H) such that for

any graph G in FH and any 1 ≤ k, we have λk(G) ≤ hdmaxk
|G| where dmax is the maximum

valence of vertices in G and |G| is the number of vertices in G.

The paper [151] contains also a similar result for the case of graphs of bounded geometric
genus, where roughly speaking, h is replaced by g, the genus of the surface on which all the
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graphs can be embedded. We discuss this and other previous results in the next section. As
we will show later in Theorem 95, a more precise estimate holds in this case.

To end this subsection, consider now the class of bounded tree-width graphs. A graph of
tree-width bounded by some constant N does not contain a grid of size N ×N as minor, as
was noted previously. It follows that

Proposition 93. Notations as above, there exists an increasing function f : N→ N such
that for a graph G of tree-width tw(G), one has λk(G) ≤ f(tw(G))dmaxk/|G|.

For λ1, we have the following more precise result.

Theorem 94 (Chandran-Subramanian [68]). For any graph G = (V,E), the following
holds

λ1 ≤
12
(
tw(G) + 1)

)
dmax

|G| .

More precise estimates in terms of the tree-width for higher eigenvalues are not known.

7.1.3. Eigenvalue estimates in graphs and surfaces: a parallel history. As we
now outline, eigenvalue bounds for surfaces of bounded genus and graphs of bounded geometric
genus have a somehow parallel history.

Motivated by the problem of clustering in planar graphs, Spielman and Teng [228] proved
the bound

λ1(G) = O(
1

n
)

for the spectral gap of a bounded degree planar graph on n vertices. Their method uses a
suitably centered circle packing representation of the graph. Kelner extended this result to an
O((g + 1)/n) bound for geometric genus g graphs [150], for graphs which can be embedded
in an orientable surface of genus g. His argument uses Riemann-Roch theorem for Riemann
surfaces to find a circle packing representation of the graph. The approach cannot work
directly and a subdivision process has to be first performed so that a conclusion may be
reached. As we mentioned in the last section, recently, Kelner, Lee, Price and Teng proved
an O((g + 1) log(g + 1)2k/n) upper bound for the k-th eigenvalue [151]. Their bound comes
from a metric graph partitioning result by Klein, Plotkin and Rao [154], which is applied to a
suitably uniformized metric on the graph, found by solving a multicommodity flow problem.

Eigenvalue bounds for manifolds have a similar story. Hersch [131] first proved an
O( 1

vol(M)) bound for the Neumann value of the sphere S2 equipped with a Riemannian metric.

Yang and Yau [247] then showed that for genus g surfaces an O((g+1)/vol(M)) bound holds,
and Li and Yau improved the latter result by replacing the genus with the finer conformal
invariant they defined [170]. (See also Section 7.3.1 for the discussion of these results.)
It is interesting to notice that these proofs are quite similar at a high level to the ones later
used in the graph setting. Conformal uniformisation was used in place of circle packing rep-
resentations, but the very same topological argument for centring the packing in the discrete
case was used in the manifold case as well.

For higher eigenvalues, Korevaar [160] established an O((g+1)k/vol(M)) for genus g surfaces,
and Hassannezhad [128] improved this to O((g+ k)/vol(M)) by combining the two methods
of constructing disjoint capacitors of Grigor’yan, Netrusov and Yau [120], and Colbois and
Maerten [77].
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7.2. Eigenvalue estimates in graphs of bounded geometric genus

This section presents the main result of [AmiCo]. We extend the result of [128] to the
graph setting using a suitable transfer method, c.f. Theorem 98. In addition to providing a
uniform arguably more conceptual proof of the results of [151, 150, 228], this should make
the above mentioned existing similarities between the methods used in the spectral theory of
surfaces and graphs more transparent.

7.2.1. Statement of the main theorem on eigenvalues. Let G = (V,E) be a finite
simple connected graph. Recall that for two vertices u, v ∈ V , we write u ∼ v if the two
vertices u and v are connected by an edge in G. The valence of a vertex v of G is denoted
by dGv , or simply dv if there is no risk of confusion and the graph G is understood from the
context, and we denote by dmax the maximum degree of vertices of the graph. Denote by n
the number of vertices and by g the geometric genus of G.

Denoting by C(G) the vector space of all real valued functions f defined on the set of
vertices of G, and let ∆ be the Laplacian of G.

We now define the normalised Laplacian L of G as follows. Let S be the linear operator
on C(G) whose matrix in the standard basis of C(G) is diagonal with entries the valences of
the vertices of G, i.e., for any f ∈ C(G)

∀ v ∈ V (G), S(f)(v) = dvf(v).

The normalised Laplacian is the operator S−1/2∆S−1/2.

We denote as before by

λ0(G) = 0 < λ1(G) ≤ λ2(G) ≤ · · · ≤ λn−1(G)

the set of eigenvalues of ∆, which we call the standard spectrum of G, and by

λnr
0 (G) = 0 < λnr

1 (G) ≤ · · · ≤ λnr
n−1(G)

the set of all eigenvalues of the normalised Laplacian L, which we call the normalised spec-
trum. The standard and normalised spectrum of G are easily seen to satisfy the inequalities
dmin λ

nr
k (G) ≤ λk(G) ≤ dmax λ

nr
k (G) for any k.

Here is the main theorem of [AmiCo].

Theorem 95 ([AmiCo]). There exists a universal constant C such that the eigenvalues
of the normalized Laplacian of any graph G on n vertices satisfy:

∀k ∈ N, λnr
k (G) ≤ C dmax(g + k)

n
,

where dmax and g are the maximum valence and the geometric genus of G, respectively.

The linear dependance in the maximum degree is clearly optimal, as can be seen by
considering star graphs, which have lower bounded Fiedler value. The above result also
implies a similar bound for the eigenvalues of the standard Laplacian, at the expense of an
extra dmax factor. The dependence in g and k in the theorem is tight, at least when g is
sufficiently high as the following remark shows.

Remark 96. It is shown in [75] that for large g, there are area one and genus g Riemannian
surfaces S with

λk(S) ≥ 4π

5
(g − 1) + 8π(k − 1)− ε
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for any ε > 0. Now, the classical Brooks-Burger method implies the existence of a bounded
degree graph G of genus g with n vertices such that λk(G) ≥ Cλk(S)/n. Hence, at least for
large enough n and g, there are graphs whose eigenvalues match the behaviour of the estimate
in Theorem 95.

We note that informally, the improvement over [151] means that the asymptotic behaviour
of graphs’ eigenvalues do not depend on the geometric genus of the graph. This fact, which
may be seen as a one-sided discrete form of Weyl’s law for surfaces, is consistent with the
intuition that at a small scale, bounded genus graphs behave like planar graphs. Note however
that the result in [151] also applies to graphs in any fixed proper minor-closed family, where
as we explained, the genus g is replaced with a parameter h depending on the family, while
the stronger bounds of Theorem 95 cannot be extended to minor-closed classes, as we show
in the following explicit examples.

Remark 97. The following example shows that the strong estimates as in Theorem 95
cannot hold for more general classes of graphs closed under taking minor.

Recall that the Cartesian product G1�G2 of two graphs G1 = (V1, E1) and G2 = (V2, E2)
has vertex set V1 × V2 and there is an edge between (v1, v2) and (u1, u2) in V1 × V2 if either
u1 = v1 and {u2, v2} ∈ E2, or u2 = v2 and {u1, v1} ∈ E1. The Laplacian eigenvalues of
G1�G2 are of the form λi(G1) + λj(G2) for i = 1, . . . , |V1| and j = 1, . . . , |V2|.

Let d be a fixed large enough integer, and for any ` ∈ N, consider the Cartesian product
C2l�G of a cycle C2` of length 2l with a d-regular graph G on t vertices, for an integer t ∈ N.

For any fixed t ∈ N, we get in this way a family of graphs by varying ` and G. All these
graph are of treewidth bounded by some f(t) for a (linear) function f of t. Bounded treewidth
graphs form a minor-closed family, so all these graphs belong to a fixed proper minor-closed
family Ft. For G a random d-regular graph on t vertices, and for the lth eigenvalue of
C2l�G ∈ Ft, for l ∈ N, we have λl(C2`�G) = Ω( tl

|C2l�G|) with high probability as t tends to

infinity. This shows that there do not exist in general constants h = h(Ft) and C = C(Ft)
associated to Ft ensuring that the inequality λk(G) ≤ C d2

max (gt + k)/n hold for any graph
G ∈ Ft on n vertices, and for any k ∈ N (unlike what happens for the class of bounded
genus graphs). In particular, the strong estimates as in Theorem 95 cannot hold for general
minor-closed classes of graphs.

7.2.2. The transfer principle. We now explain the transfer theorem used to prove
Theorem 95.

7.2.2.1. Two-fold covers and their associated discrete Laplacians. Let M be a measured
topological space, and denote by µ the measure on M . A 2-fold cover of M is a finite collection
U = (Uv)v∈V , for a finite index set V , of open subsets Uv of non-zero measure such that almost
every point in M is covered by exactly two subsets. To any 2-fold cover of a measured space
we associate a discrete Laplacian as follows:

We first form a graph G = (V,E) on the set of vertices V and with edges {u, v} ∈ E for
two vertices u, v such that µ(Uv ∩ Uu) 6= 0. We define a weight function ω : E → R which to
any edge e = {u, v} of G, associates the weight ω(e) = µ(Uu ∩ Uv). The weighted valence dωv
of a vertex v of G is defined by

dωv =
∑

u:u∼v
µ(Uu ∩ Uv).

The discrete Laplacian associated to the 2-fold cover U denoted by LU is the normalized
graph Laplacian associated to the weighted graph (G,ω). This is defined from the weighted
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Laplacian by normalizing using the weighted valence (as in the previous section). Formally,
define the weighted Laplacian ∆U : C(G)→ C(G) by

∀v ∈ V, ∆U (f)(v) =
∑

u:u∼v

(
f(v)− f(u)

)
w({u, v}),

for any f ∈ C(G). Let SU be the diagonal operator with entries the weighted valence dωv of
vertices v ∈ V , i.e., for any f ∈ C(G),

∀ v ∈ V, SU (f)(v) = dωv f(v).

Then we let LU := S
− 1

2
U ∆US

− 1
2
U . Denote by λk(LU ) the k-th smallest eigenvalue of LU .

When (M,µ) carries a natural notion of Laplacian, it is possible to relate the eigenvalues
of the Laplacian on M to the eigenvalues of LU for any 2-fold cover U . More precisely, let the
measured space (M,µ) belong to any of the following three classes:

(C 1) a smooth manifold with a smooth Riemannian metric g, and µ the measure associated
to the metric g;

(C 2) a compact smooth surface with a conformal class of smooth Riemannian metrics g,
and µ a Radon measure absolutely continuous with respect to µg;

(C 3) a metric graph with µ the Lebesgue measure.

In any of the above cases, we can define a Laplacian on (M,µ) c.f. [AmiCo, 156, 25, 248],
and we denote by λk(M,µ), or simply λk(M) if there is no risk of confusion, the eigenvalues
for the corresponding Laplacian. The transfer principle can be stated as follows.

Theorem 98 ([AmiCo]). Let (M,µ) be a measured space as in (C 1), (C 2), or (C 3)
above. Assume all the elements in a 2-fold cover U of M have Neumann value at least η.
Then for all positive integers k we have:

λk(LU ) ≤ 2
λk(M)

η
.

The main difference with the classical versions of the transfer principle [61, 59, 185]
is that we discretize the continuous Laplacian as a weighted normalized graph Laplacian
instead of a combinatorial one, which allows for a closer connection between the two. The
above mentioned results take as input a partition of M , while this theorem is expressed in
terms of two-fold covers, which adds more flexibility.

In order to prove Theorem 95, we apply the above theorem in the case where (M,µ) is a
measured surface equipped with a conformal class of smooth Riemannian metrics g.

7.2.3. Further applications of the transfer principle. In this section, we briefly
discuss two more applications of the transfer principle.

7.2.3.1. Eigenvalues of the Laplacian on metric graphs. Consider a graph G = (V,E)
where each edge e in E has been assigned a length `e > 0, and let Γ be the corresponding
metric graph. Let S(Γ) be the space of piecewise smooth function on Γ.

The metric graph Γ has a natural Lebesgue measure denoted by dx. Recall from Chapter 4
that the Laplacian of Γ is the (measure valued) operator ∆ on Γ which to a function f ∈ S(Γ)
associates the measure

∆(f) := −f ′′dx−
∑

p

σpδp,
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where dx is the Lebesgue measure on Γ, δp is the Dirac measure at p, and σp is the sum of
the slopes of f along the (outgoing) unit tangent vectors at p.

Define the space Zh(Γ) as the space of all functions f ∈ S(Γ) such that f ′′ ∈ L1(Γ, dx).
The inner product (, ) and the Dirichlet pairing (, )Dir on Zh(Γ) are defined as follows.

(f, g) =

∫

Γ
fg dx.

(f, g)Dir :=

∫

Γ
f∆(g) =

∫

Γ
g∆(f) =

∫

Γ
f ′g′ dx = (f ′, g′).

A function f in Zh(Γ) is an eigenfunction on Γ with eigenvalue λ if for any function
g ∈ Zh(Γ), we have (f, g)Dir = λ(f, g). The eigenvalues of ∆ are all nonnegative and, assuming
Γ is connected, they form a discrete subset 0 = λ0 < λ1 < λ2 < · · · < λn < . . . of R. In
addition, λk has the following (usual) variational characterisation:

(16) λk = inf
Λk+1⊂Zh(Γ)

dim(Λk+1)=k+1

sup
f∈Λk+1

(f, f)Dir

(f, f)

Let (G, `) be a simple graph model of Γ. For any vertex v of G, denote by SG(v) the metric
star with center v in G, which is by definition the metric graph with the vertex set v ∪NG(v)
and with edge set the set of all edges in G incident on v, where the length of each edge e ∈ Sv
is equal to `e. Here NG(v) refers to the set of neighbor vertices of v in G. The family of all the
stars Sv, for v ∈ V (G), forms a 2-fold cover S of Γ. Denote by λnrk (G, `) the k-th eigenvalue
of LS . Applying Theorem 98, we get the existence of a universal constant C such that for
any k, we have

λnrk (G, `) ≤ Cl2maxλk(Γ),

where lmax is the length of the longest edge in G.
We now show that under certain natural conditions, it is possible to achieve eigenvalue

lower bounds closely matching the above upper bound. For a simple graph model (G, `) of Γ
denote by `min,G the minimum length of edges e in E(G), and call the model length-balanced if
the length of all edges e ∈ E(G) satisfy `e ≤ 2`min,G. We have the following stronger theorem.

Theorem 99 ([AmiCo]). There are absolute constants c1, c2 such that for any length-
balanced simple graph model (G, `) of Γ on n vertices, and for any k ≤ n− 1, we have

c2

dmax
`2min,G λk(Γ) ≤ λnr

k (G, `) ≤ c1`
2
min,G λk(Γ).

The theorem can be regarded as a uniform quantitative complement to results of Faber [105]
on the spectral convergence of finite graphs to metric graphs.

7.2.3.2. Anisotropic mesh partitioning. We now discuss a practical application of our
transfer theorem to the mesh partitioning problem in scientific computing. Parallelsing finite
elements computations requires to split the base mesh in such a way that communication
between different pieces is minimised. This is naturally formalised as a (possibly multi-way)
sparsest cut problem, which we may want to solve using spectral clustering. Guarantees for
such methods in this setting were proved by Miller-Teng-Thurston-Vavasis and Spielman-
Teng [190, 228]. More precisely, these papers show that spectral partitioning provides good
cuts for meshes in d-dimensional Euclidean space provided that all d-simplices in the mesh
are well-shaped, i.e. not too far from being equilateral.
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It is not hard to design a 2-fold cover of a general mesh such that our transfer result
provides guarantees for spectral clustering applied to anisotropic meshes. Specifically, let
T be a triangulation of a domain D ⊂ Rd. Performing a barycentric subdivision of all d-
simplices gives a triangulation T ′. For a d-simplex σ of T , let now Uσ be the interior of
the union of σ with the d + 1 d-simplices of T ′ that share a facet with σ. The collection
of Uσ forms a 2-fold cover U of the domain, and the corresponding Laplacian LU is defined
using weights wσ1,σ2 that are proportional to the sum of the volumes of σ1 and σ2. Hence,
assuming that neighbouring d-simplices in T have volumes within a ratio of κ > 1, we see
that the eigenvalues of LU and those of the normalised Laplacian of the dual graph of T are
also within a ratio of κ.

The Neumann value of Uσ can be shown to be at least C−1κ−1ε−2 for some universal
constant C > 0, where ε is the maximum diameter of simplices in T . Therefore, Theo-
rem 98 applied to the cover U yields that the Fiedler value of the dual graph of T is at
most 2Cκ2λ1(D)ε2. By Cheeger’s inequality, a suitable spectral partitioning algorithm gives

a balanced cut of size at most κC ′
√
λ1(D)/ε, for some constant C ′. If d-simplices in T are

nearly equilateral, then we have an upper bound on κ, and thus we get ε ' (vol(D)/n)1/d,

where n is the number of simplices in T . We so recover in this case the n1/d behaviour proved
in [190, 228] for the size of the cut. However, the methods used in these works do not seem
to apply to the case of general anisotropic meshes.

7.3. Li-Yang-Yau inequality

In this section, we discuss Yang-Li-Yau type inequalities for the geometric and diviso-
rial gonality in general metric graphs, implying a similar inequality for curves over non-
Archimedean fields.

7.3.1. Classical version. We first recall the Li-Yau inequality [170]. Let M be a com-
pact surface with a Riemannian metric g. We denote by dµ the volume form corresponding
to its metric, and by µ(M) the total volume of M . Consider the sphere S2 with its standard
metric g0, and let φ : M → S2 be a non-degenerate conformal map. The group of conformal
diffeomorphisms of S2, denoted by Diffc(S2) acts on the set of non-degenerate conformal maps
from M to S2 in a natural way. Define µc(M,φ) as the supremum volume of M with the
respect to the volume forms induced on M from S2 by the conformal maps in the orbit of φ,
i.e.,

µc(M,φ) := sup
ψ∈Diffc(S2)

∫

M
|∇(ψ ◦ φ)|2dµ.

The conformal area µc(M) of M (with respect to the conformal structure on M induced by
the metric g) is by definition the infimum of µc(M,φ) over non-degenerate conformal maps
φ : M → S2, i.e., µc(M) := infφ µc(M,φ).

Theorem 100 (Li-Yau [170]). Denote by λ1 > 0 the first non-zero eigenvalue of the
Laplacian of (M, g). Then λ1µ(M) ≤ 2µc(M).

This refines earlier results of Hersch [131] and Szegö [231]. Furthermore, as a corollary,
it gives the following previous result of Yang and Yau [247].

Let M be a Riemann surface, equipped with a metric of constant curvature in its con-
formal class, λ1 and µ the first non-trivial eigenvalue of the Laplacian and the volume of
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M , respectively. Denote by γ(M) the gonality of M , the minimum degree of a (branched)
covering M → P1(C).

For a conformal map of positive degree d from M to N , one has µc(M) ≤ dµc(N), it
follows that

λ1 µ(M) ≤ 2γ(M)µc(S2).

Observing that µc(S2) = 4π, one obtains

Theorem 101 (Yang-Yau [247]). For any Riemann surface M ,

λ1 µ(M) ≤ 8πγ(M).

This result has been quite useful for applications in arithmetic geometry, for instance
in the study of rational points of bounded degree on smooth proper curves over a number
field K, see for example [1, 97]. Indeed a theorem of Frey [110] (based on the results of
Faltings) implies that curves of large gonality have only finite number of points defined over
finite extensions of K of bounded degree, and the Yang-Li-Yau inequality above provides a
practical lower bound on the gonality in terms of geometric invariants of a complexification
of the curve.

Analogous type of estimates for smooth proper curves defined e.g. over global function
fields can be obtained by working with the analytification of the curve over any place of the
global field, which deformation retracts to a finite metric graph.

7.3.2. Yang-Li-Yau for metric graphs. We state two types of Yang-Li-Yau inequal-
ities, one concerning the geometric gonality and one concerning the divisorial gonality of
metric graphs, as defined in the previous section.

7.3.2.1. Combinatorial version I: geometric gonality. Recall from Chapter 3 that the geo-
metric gonality γgm(C) of a tropical curve is by definition the minimum degree of a finite
tropical map to the tropical TP1.

Let C be a tropical curve with combinatorial type a graph G with set of vertices V and
set of edges E. Denote by λ1 be the first non-trivial eigenvalue of the discrete Laplacian ∆
of G. We have

Theorem 102 (Cornelissen-Kato-Kool [84]). There is a universal constant A such that
for any tropical curve C and any finite graph model G of C, we have the following inequality

γgm(C) ≥ A λ1

dmax
|G|,

where dmax denotes the maximum valence, and |G| is the number of vertices in G.

We give an alternative shorter proof of the above theorem. First, we have the following
basic proposition relating the geometric gonality of a tropical curve with combinatorial type
G to the tree-width of G.

Proposition 103. For any tropical curve C with finite graph model G = (V,E), we have
the inequality 2γgm(C) ≥ tw(C).

Proof. Let φ : C → TP1 be a morphism of degree γgm(C). Consider the restriction of φ
to a finite harmonic morphism from a metric graph representative Γ of C with a model graph

G̃ on vertex set Ṽ and edge set Ẽ such that G is a subgraph of G̃, and denote by T the image
of Λ in TP1, so T is a finite tree. Let I1 be a vertex set for T which contains φ(V ), and E1
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be the corresponding set of edges. For each edge e in T1 take a point in the interior of e, and
let I be the new vertex set for T obtained by adding to I1 all these new vertices.

A tree-decomposition (T,X ) of G can be defined as follows. For each vertex i in I, consider
the preimage φ−1(i) of i. This set consists of some (possibly empty) vertices v1, . . . , vs ofG and
some (possibly empty) points x1, . . . , xl in the interior of some edges e1 = u1w1, . . . , el = ulwl
of G. Define Xi = {v1, . . . , vs, u1, w1, . . . , ul, wl}. Since φ is of degree γ(C), |φ−1(i)| ≤ γgm(C)
and thus, Xi has cardinality at most 2γgm(C). It is easy to check that (T,X = {Xi}i∈I) is a
tree-decomposition of G. This proves the proposition. �

Proof of Theorem 102. This follows from the above proposition and the bound given in
Theorem 94. 2

As another corollary, note that if a graph G is a model of a tropical curve with bounded
geometric gonality, then the tree-width of G is bounded, and thus, G cannot contain a large
grid as minor. Combined with Proposition 103, one obtains the following corollary.

Corollary 104. For any tropical curve C of combinatorial type G, one has

f(2γ(C)) ≥ λk(G).|G|dmax

k
,

for the function f given in Proposition 93.
In particular, if in a family of tropical curves Ci of combinatorial type Gi, dmax is bounded

and for some constant k, λk(Gi).|Gi| tend to infinity, then one has γgm(Ci)→∞.

Theorem 102 has applications in arithmetic geometry. For example, it can be used to
obtain a linear lower bound in the genus for the gonality of Drinfeld modular curves, which
allowed to lower bound the modularity of elliptic curves over function fields, to obtain finite-
ness results of rational points of bounded degree on Drinfeld modular curves, and to get
uniform bounds on isogenies and torsion points of Drinfeld modules, c.f. [84] for more details.

7.3.2.2. Combinatorial version II: divisorial gonality. Let now Γ be a metric graph. Let
∆ be the (continuous) Laplacian of Γ, and denote by λ1 the first non-trivial eigenvalue of
∆. Denote by µ(Γ) the total length of Γ, and by dmax the maximum valency of points of Γ
(which is the maximum degree of any simple graph model of Γ). For a simple graph model G
of Γ, let `min(G) be the minimum length of edges in G, and define `min(Γ) as the maximum
of `min(G) over all simple graph models G of Γ.

Denote by γdiv the divisorial gonality of Γ, which we recall, is the smallest integer d such
that there exists a divisor of degree d and rank one on Γ. Since the fibers of any tropical
morphism of degree d from the tropical C defined by Γ to TP1 is a divisor of degree d and rank
at least one, it follows that γgm(C) ≥ γdiv(Γ). The following theorem we proved in [AmiKool]
is thus a refinement of Theorem 102.

Theorem 105 ([AmiKool]). There exists a constant C such that for any compact metric
graph Γ of total length µ(Γ) with first non-trivial eigenvalue λ1(Γ) of the Laplacian ∆, the
following holds

γdiv(Γ) ≥ Cλ1(Γ)`min(Γ)µ(Γ)

dmax
.

Here `min is the minimum edge length in Γ.

As a corollary of Theorem 105, and the specialisation inequality, c.f. Chapter 2, we get
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Figure 1. An example of a graph together with a strong bramble F =
{{A,B,D}, {A,C,E}, {D,E, F}}. The minimum hitting set is {D,E}, and
the strong bramble number is 2.

Theorem 106. Let X be a smooth proper curve over a non-Archimedean field K, and let
Γ be a metric graph associated to X. We have

γ(X) ≥ Cµ(Γ)`min(Γ)λ1(Γ)

dmax
.

Here γ(X) is the gonality of X, which is the minimum degree of a dominant map from X
to P1, and C is the constant provided by Theorem 105.

The proof of Theorem 105 is based on a variant of tree-decomposition and its dual struc-
ture, introduced in our paper which we call weak tree-decompositions and strong bram-
bles/topological bramble.

A topological bramble (or simply top-bramble) in a metric graph Γ is a finite family F of
non-empty closed connected metric subgraphs of Γ such that any two elements X and Y in F
have a non-empty intersection. The order of a top-bramble F is the minimum size of a hitting
set for F , i.e., the minimum size of a set S ⊂ Γ such that S ∩ X 6= ∅ for any X ∈ F . The
topological bramble number of Γ denoted by tbn(Γ) is the maximum order of any topological
bramble on Γ. We prove the following theorem.

Theorem 107 ([AmiKool]). Let Γ be a metric graph. The divisorial gonality of Γ is
lower bounded by its top-bramble number tbn(Γ).

Let now G = (V,E) be a finite simple graph on vertex set V and with edge set E. We
previously gave the definition of a bramble in Section 7.1.1, and mentioned that it provides
a dual notion for tree-width. A strong bramble is a specific kind of bramble in a finite graph
defined as follows. A strong bramble in G is a finite collection F of connected subsets of G
such that for any two elements B and C, one has B ∩C 6= ∅. Figure 1 illustrates an example
of a graph with a strong bramble.

Note in particular that for any two elements B and C in F , the union B ∪C is obviously
connected. In other words, a strong bramble is a bramble. The order of a strong bramble
is defined as its order as a bramble, i.e., the minimum size of a hitting set for F in V . The
strong bramble number of a finite graph G, denoted by sbn(G), is the maximum order of any
strong bramble in G.

It is proved in [AmiKool] that the topological bramble number of a metric graph Γ is
the supremum of the strong bramble number of any simple graph model of Γ.
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Figure 2. The same graph as above with a weak tree-decomposition of width 2.

We provide in [AmiKool] a dual notion to strong brambles, which we call weak tree-
decompositions.

A weak tree-decomposition of a connected grap G = (V,E) is a pair (T,S) where T is a
finite tree on a set of nodes I, and S = {Si : i ∈ I} is a collection of subsets of V , subject to
the following three conditions:

(1) ∪i∈ISi = V ,
(2) for any edge e in G with extremities v and w, there is an edge {i, j} in T such that
{v, w} ⊂ Si ∪ Sj .

(3) for any vertex v in G, the set of nodes i of T with v ∈ Si form a connected subtree
of T .

This is illustrated in the example given in Figure 2.
Note that the only difference with the usual definition of a tree-decomposition is in point

(2) where we impose a weaker condition. In particular, it might happen that an edge e of
G is not necessarily contained in any set Si ∈ S. The width of a weak tree-decomposition
(T,S) is defined as w(T,S) = maxi∈I |Si|. The weak tree-width of G, denoted by wtw(G),
is the minimum width of any weak tree-decomposition of G. Similar as in the definition of
tree-width, the weak tree-width is defined in such a way that trees themselves have weak
tree-width equal to one.

The following theorem is a duality theorem, in the spirit of the duality theorems in graph
minor theory, which relates strong brambles to weak tree-decompositions. It does not seem
to follow from the generalised forms of duality established in [AMNT, 92].

Theorem 108 ([AmiKool]). A finite graph G has a weak tree-decomposition of width k
if and only if there is no strong bramble of order strictly larger than k in G. In other words,
wtw(G) = sbn(G).

The proof of Theorem 105 is then the combination of all the above results with Theo-
rem 94.

The following theorem is an immediate corollary of the above discussion.

Theorem 109 ([AmiKool]). • The divisorial gonality of a random Erdös-Rényi
graph G(n, p) is Θ(n) asymptotically almost surely in the range p >> 1

n . More
generally, the divisorial gonality of any metric graph whose model is a random G(n, p)
is Θ(n).
• The divisorial gonality of a random d-regular graph is Θ(n) asymptotically almost

surely, for d ≥ 3.



CHAPTER 8

Trees: random walk, explosion, and logarithmic factorials

This chapter summarises the result of the three papers [ADGO1, ADGO2, Ami3]. All
the three works are related to the properties of random walks on trees. The first two papers
study the explosion phenomena in branching random walks, while the last work is related
to the concept of generalised factorials as defined in an arithmetic concept by Bhargava.
Generalising the work of Bhargava, we associate to any finite or infinite tree, a characteristic
sequence of numbers that we call logarithmic factorials of the tree. The relation to random
walk on the tree then comes in to the picture when we study the growth of this characteristic
numbers. In fact as we will show, the way the characteristic numbers are defined provide
an algorithm to sample the harmonic measure on the boundary of the tree, in case such a
harmonic measure exists.

8.1. Explosion in heavy-tailed branching random walks

A branching random walk consists of a process in which particles execute random walks
while also branching. In the case the random walk is executed on the space of real numbers,
the process is more formally described as follows. Consider a process which starts by a single
particle positioned at 0. The particle moves to another point of R, according to a displacement
distribution W , and dies at this point while generating k ∈ N other particles accordingly to
an offspring distribution Z. Each of these particles in turn executes a walk in R according
to the displacement distribution W , then dies and generates new particles according to Z.
This procedure is repeated all over the integer values of time. We will assume that W is
non-negative (in which case, the process is also called an age-dependent process).

Considering the tree-picture of the above process, let TZ refer to a random Galton-Watson
tree with offspring distribution Z, and let Zn be the number of children at level n. Each child’s
birthdate is equal to the birthdate of the parent, plus a random copy of W , where W ≥ 0
is the displacement random variable. The collection of birthdates is the standard branching
random walk described above.

Let Mn be the smallest or leftmost birthdate in the n-th generation. We study the
behaviour ofMn when n goes to infinity. Namely, we consider the event that limn→∞Mn <∞.
This event is called explosion. (To cover the case of extinction, we can enlarge the definition
of Mn defining Mn = ∞ if Zn = 0; thus extinction implies that no explosion occurs.) In
the tree view, with generations in the Galton-Watson process, the occurrence of an explosion
is equivalent to the existence of an infinite path along which the (increasing) sequence of
birthdates has a finite limit.

The literature on explosion is partially surveyed by Vatutin and Zubkov [238]. The early
work deals with exponentially distributed weights: in this case, there is no explosion almost
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surely if and only if
∞∑

n=1

1

n
∑n

r=0 P{Z > r} <∞

(see [127, V. 6], [220, 93]). This condition cannot be simplified; Grey [118] showed that
there does not exist any fixed function ψ ≥ 0 such that explosion would be equivalent to
E{ψ(Z)} =∞.

Some general properties of the event of explosion were obtained in [222] by considering
the generating functions of the number of particles born before time t, parametrized by t, and
looking at the nonlinear integral equation satisfied by these generating functions. By using
this analytic approach, and under a strong regularity condition on the distribution function
FW of the displacement W , Sevast’yanov [222, 223], Gel’fond [115], and Vatutin [236, 237]
obtain necessary and sufficient conditions on the event of explosion. The regularity condition
used in these works force FW to behave in a polynomial manner near the origin. As soon as
we leave that polynomial oasis, Vatutin’s condition is violated. Examples include FW (w) ∼
exp(−1/wα) and FW (w) ∼ 1/ logα(1/w) for α > 0.

We provided in [ADGO1] a classification theorem for the displacement random variables
in heavy-tailed branching random walks in R for which an explosion happens. In the rest of
this section, we explain the results of [ADGO1].

8.1.1. Reduction to the case of an infinite mean. In the process of studying the
event of explosion, we first consider the case where the offspring distribution has finite mean.
The different cases described below show that we can either trivially solve the problem, or
reduce to the most interesting case of an infinite mean.

Consider a Galton-Watson process with offspring distribution Z satisfying 0 < E{Z} <∞.
We still assume P{Z = 1} < 1. Let W be a weight (or displacement) distribution on the
edges of the Galton-Watson tree.

Consider first the case where P{W = 0} = 1. In this case, explosion is equivalent to
the event that the Galton-Watson tree is infinite, i.e., the survival of the Galton-Watson
process. In that case, if E{Z} ≤ 1, there is no survival, and if E{Z} > 1, there is a positive
probability of survival [16]. From now on we will assume that P{W = 0} < 1 and assume
that the Galton-Watson process is supercritical.

In the case of a supercritical Galton-Watson process, under the assumption E{Z} < ∞,
the results of Hammersley [126], Kingman [152], and Biggins [39] show the existence of a
constant γ such that conditional on the non-extinction of the process, Mn/n tends to γ almost
surely. This shows that the random variables Mn, conditional on survival, behave linearly in
n, i.e., Mn = γn + o(n). One consequence of the Hammersley-Kingman-Biggins theorem is
that if γ > 0, then explosion never happens. Now define

H := E{Z}P{W = 0}.
It can be shown that γ = 0 if and only if H ≥ 1. We consider in fact three cases: H < 1,
H > 1 and H = 1.

• Case I: H < 1.

Here, as stated above, explosion occurs with probability zero.

• Case II: H > 1.
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In this case, explosion happens with probability one. To see this, take a sub-Galton-Watson
tree by keeping only children for which W = 0. This tree is supercritical and thus survives
with some positive probability ρ. It follows that with positive probability, there is an infinite
path of length zero. It can be shown that conditional on survival, explosion is a 0 -1 event,
and so we we infer that it happens with probability one. A theorem of Dekking and Host [87]
ensures the existence of an almost surely finite random variable M such that Mn converges
a.s. to M . Under the extra condition E{Z2} < ∞, they determine stronger results on the
limit distribution M .

• Case III: H = 1.

This threshold case is the most intriguing—it was already considered in an earlier pioneering
work of Bramson [54], and the work of Dekking and Host [87]. In this case, the occurrence
of explosion is a delicately balanced event that depends upon the behavior of the distribution
of W near the origin and on the distribution of Z.

Bramson’s main theorem is the following result on the behaviour of Mn under the as-
sumption that there exists a δ > 0 such that E{Z2+δ} < ∞. For any fixed λ, define
σλ,n = p + (1 − p)e−λ

n
where p = P{W = 0} < 1. Then explosion happens if and only

if there exists some λ > 1 such that
∑∞

n=1 F
−1
W (σλ,n) < ∞. In the case of no explosion, and

conditional on the survival of the branching process, the following convergence result on the
asymptotic of Mn holds. Almost surely, we have

(17) lim
n→∞

Mn∑s(n)
k=1 F

−1
W (σ2,k)

= 1,

where s(n) = dlog log n/ log 2e. We refer to [87] for a generalisation of Bramson’s theorem to
the case of E{Z2} <∞, under some extra mild conditions.

Following Bramson [54], we first transform the tree TZ into a new tree T ′ as follows.
The roots are identical. First consider the sub-Galton-Watson tree rooted at the root of TZ
consisting only of children (edges) that have zero weight. This subtree is critical. For any
distribution of Z satisfying the threshold condition, note that the size S of the sub-Galton-
Watson tree is a random variable S ≥ 1 with E{S} =∞. In some cases, we know more—for

example, when Var{Z} = σ2 ∈ (0,∞), then P{S ≥ k} ∼
√

2/πσ2k as k → ∞ (see, e.g., the
book of Kolchin [159]). All of the nodes in S are mapped to the root of the new tree T ′. The
children of that root in T ′ are all the children of the mapped nodes in TZ that had W 6= 0.

Let Xi be the number of vertices of degree i in the sub-Galton-Watson tree. The number
of children of the root of TZ is distributed as

ζ =
∞∑

i=0

Xi∑

j=1

ζi,j ,

where ζi,1, ζi,2, . . . are i.i.d. random variables having distribution of a random variable ζi. In
addition the distribution of ζi is given by

P{ζi = k} = ci

(
k + i

i

)
(1− P{W = 0})k P{W = 0}i P{Z = k + i},

where ci is a normalizing constant. Note that
∑

i≥0Xi = S.
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For each child of the root in T ′, repeat the above collapsing procedure. It is easily seen
that T ′ itself is a Galton-Watson tree with offspring distribution ζ. The moment generating
function Gζ(s) of ζ is easily seen to satisfy the functional equation

(18) Gζ(s) = GZ

(
(1− P{W = 0})s+ P{W = 0}Gζ(s)

)
.

Furthermore, the displacement distribution is W conditional on W > 0. Finally, one can
verify that E{ζ} = ∞. More importantly, explosion occurs in TZ if and only if explosion
happens in T ′. We have thus reduced the explosion question to one for a new tree in which
the expected number of children is infinite, and in which W does not have an atom at zero.

Observe that the transformation described in Case III is valid whenever W has an atom
at the origin. In particular, this construction can also be used to eliminate an atom at the
origin when P{W = 0} > 0 and E{Z} =∞. In this case, we still have E{ζ} =∞.

It follows from the above discussion that in the study of the the event of explosion, we
need to consider only the (most interesting) case where

E{Z} =∞, P{W = 0} = 0.

All our results below are concerned only with this case.

Remark 110. Before moving to the infinite mean case, let us mention that more precise
information on the behaviour and convergence to infinity of Mn can be obtained in the finite
mean case under extra conditions. Recall that in the finite mean case, Mn = γn + o(n) for
some γ ≥ 0. McDiarmid showed in [187] that Mn − γn = O(log n) if E{Z2} < ∞ and W
has an exponential upper tail. Recently, Hu and Shi [138] proved that if the displacements
are bounded and E{Z1+ε} <∞ for any ε > 0, then conditional on survival, (Mn − γn)/ log n
converges in probability but, interestingly, not almost surely. This work and the recent work
of Aı̈dekon-Shi [6] provide Seneta-Heyde norming results [40] in the boundary case. Under
the extra assumption that Z is bounded, Addario-Berry and Reed [3] calculate E{Mn} to
within O(1) and prove exponential tail bounds for P{|Mn − E{Mn}| > x}. Extending these
results, Aı̈dekon [5] proves the convergence of Mn centered around its median for a large class
of branching random walks. Tightness results in general can be found in Bachmann [18] and
Bramson-Zeitouni [56, 55].

8.1.2. A simple necessary condition for explosion. There is a rather obvious nec-
essary condition for explosion. Let Yi be the minimum weight edge at level i in the tree.
Then the sum of weights along any infinite path is certainly at least

∑∞
i=1 Yi. We say that a

fixed weighted tree is min-summable if this sum is bounded; if a tree is not min-summable,
it cannot have an exploding path.

For any fixed, infinite, rooted tree T , and distribution W on the nonnegative reals, let
TW denote a random weighted tree obtained by weighting each edge with an independent
copy of W . For a fixed tree T and weight distribution W , it follows easily from Kolmogorov’s
0-1 law that explosion and min-summability of TW are both 0-1 events. Thus, we make the
following definitions.

Definition 111. For any infinite rooted tree T ,

(i) let Wex(T ) be the set of weight distributions so that TW contains an exploding path
almost surely, and

(ii) letWms(T ) be the set of weight distributions so that TW is min-summable almost surely.
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In this new notation, the observation above is simply thatWex(T ) ⊆ Wms(T ), for any tree
T . Unsurprisingly, in generalWex(T ) may be strictly contained withinWms(T ). For example,
consider an infinite binary tree T and a uniform weight distribution W on [0, 1]. Except with

probability at most exp(−2i/2) the minimum of 2i copies of W is at most 2−i/2. Thus, with

positive probability
∑

i≥1 Yi ≤
∑

i≥1 2−i/2 < 3, and so W ∈ Wms(Z). On the other hand, we

may easily prove that W 6∈ Wex(Z).

8.1.3. Statement of the main results. It may appear that, aside from some trivial
cases,Wms(T ) should always strictly containWex(T ). However, somewhat counter-intuitively,
this is not the case; there are examples of trees with generation sizes growing very fast
(double exponentially) for whichWex(T ) =Wms(T ). Consider for example the tree T defined
as follows: all nodes of generation n have 22n children. In this case, for a given weight
distribution W , the distribution of the sum of minimum weights of levels is

∑

n≥1

min
1≤i≤2(2n−1)

W i
n,

where each W i
n is an independent copy of W . Also the path constructed by the simple greedy

algorithm which, starting from root, adds at each step the lowest weight edge from the current
node to one of its children, has total weight distributed as

∑

n≥1

min
1≤i≤22(n−1)

W i
n.

The property of these sums being finite almost surely is clearly equivalent, so that Wex(T ) =
Wms(T ). Our main result is that this phenomenon is in fact quite general in trees obtained
by a Galton-Watson process with a heavy tailed offspring distribution. To formalise this, let
us call the distribution Z plump if for some positive constant ε the inequality

(19) P{Z ≥ m1+ε} ≥ 1

m

holds for all m sufficiently large. Equivalently, Z is plump if its distribution function FZ
satisfies F−1

Z (1− 1/m) ≥ m1+ε for m sufficiently large. Note that EZ =∞ for any plump Z.

Theorem 112 (Equivalence Theorem [ADGO1]). Let Z be a plump distribution. Let T
be a random Galton-Watson tree with offspring distribution Z, but conditioned on survival.
Then we have Wex(T ) =Wms(T ) with probability.

We now state a second form of the equivalence theorem. For this, we extend the defi-
nition of Wex and Wms to Galton-Watson offspring distributions. So let Z be an offspring
distribution and W a weight distribution. We define

Wex(Z) :=
{
W |W ∈ Wex(TZ) almost surely conditioned on survival

}
, and

Wms(Z) :=
{
W |W ∈ Wms(TZ) almost surely conditioned on survival

}
.

The alternative (though slightly weaker) formulation of the Equivalence Theorem can now be
stated as follows:
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Theorem 113 (Equivalence Theorem-Second Version [ADGO1]). For a plump distribu-
tion Z,

Wex(Z) =Wms(Z).

Min-summability is clearly a simpler kind of condition than explosion; in particular, it
only depends on the generation sizes Zn rather than the full structure of the tree TZ . Indeed,
the Equivalence Theorem becomes more interesting if one observes that it is possible to derive
the following quite explicit necessary and sufficient condition for min-summability.

Theorem 114 ([ADGO1]). Given a plump offspring distribution Z, let m0 > 1 be large
enough such that the condition (19) holds for all m ≥ m0. Define the function h : N → R+

as follows:

(20) h(0) = m0 and h(n+ 1) = F−1
Z (1− 1/h(n)) for all n ≥ 1.

Then for any weight distribution W , W ∈ Wms(Z), and hence also W ∈ Wex(Z), if and only
if
∑

n F
−1
W (h(n)−1) <∞.

One may wonder now if there is a way to weaken the condition given in (19) such that
the equivalence theorem still remains valid. We show that this condition is to some extent
the best we can ask for. More precisely, we prove

Theorem 115 (Sharpness of Condition (19) [ADGO1]). Let g : N→ N be an increasing
function satisfying

g(m) = m1+o(1).

Then there is an offspring distribution Z satisfying P{Z ≥ g(m)} ≥ 1/m for all m ∈ N, but
for which Wex(Z) 6=Wms(Z).

Another natural question to ask is the growth rate of Mn to infinity in the case there
is a.s. no exploding path. Although there is no reason to expect a convergence theorem in
the case of no explosion for general plump distributions in the absence of any smoothness
condition on the tails of Z, we show that a slightly stronger plumpness property allows to
obtain a precise information on the rate of convergence to infinity of Mn. To explain this,
note that the plumpness assumption on Z is equivalent to 1− FZ(k) ≥ k−η for η = 1

1+ε and
for all k sufficiently large. Consider now the stronger smoothness condition

(21) 1− FZ(k) = k−η`(k),

where ` is any continuous and bounded function which is nonzero at infinity. We have

Theorem 116 (Limit Theorem [ADGO1]). Let Z satisfy the smoothness condition, and
let W be any weight distribution with W /∈ Wex(Z). Then a.s. conditional on survival,

lim
n→∞

Mn
∑n

k=1 F
−1
W

(
exp

(
−(1 + ε)k

)) = 1

for all ε > 0.

To see the meaning of Condition (21), we remark that applying a Tauberian theorem,
c.f. Feller [108, XIII. 5, Thm. 5]), this condition becomes equivalent to the following condition

KZ(s) := 1−GZ(1− s) ∼ a sη`(1

s
)
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near s = 0 for some a > 0, where GZ is the moment generating function of Z. Going
back to Case III of the finite mean case, and the transformation described there, we observe
that the use of the functional Equation (18) allows to translate the smoothness condition
above, imposed on the modified offspring distribution ζ of infinite mean (obtained after the
transformation), to a smoothness condition on Z, the original distribution of finite mean. In
particular,

Kζ(s) = 1−Gζ(1− s) ∼ as1/(1+ε)
(
1 +O(sβ)

)
for s near zero,

for some a, ε, β > 0 is equivalent to a condition of the form

(22) KZ(s) ∼ E{Z} s− c s1+ε(1 +O(sδ)) for s near zero,

for some c, δ > 0. We note that Condition (22) assumes some regularity on the tails of Z but
the variance could be infinite; thus, the above result can be regarded as a strengthening of
the pioneering theorem of Bramson [54], that we mentioned in the beginning of this section.

8.2. Explosion and linear transit times in infinite trees

Following the notation we introduced in the previous section, assume now that the tree
T is deterministic. Let i.i.d. random weights we be assigned to the edges of T , and let, as
above, Mn(T ) denote the minimum weight of a path from the root to a node of the nth
generation. In the context of first passage percolation, looking at the weight of an edge as
the transition time between the two corresponding nodes, Mn(T ) is the first passage time to
the nth generation. We now consider the possible behaviour of Mn(T ) with particular focus
on the following cases: we say, as before, that T is explosive if

lim
n→∞

Mn(T ) < ∞ ,

and say that T exhibits linear growth if

lim inf
n→∞

Mn(T )

n
> 0 .

Pemantle and Peres introduced in [208] the concept of stochastic dominance between
trees and proved that amongst trees with a given sequence of generation sizes, explosion is
most likely in the case that the tree is spherically symmetric. Recall that a tree T is called
spherically symmetric if all the vertices at generation n have the same number f(n) of children,
for some function f : N∪{0} → N. Pemantle and Peres proved that for a spherically symmetric
tree T with a non-decreasing generation sizes f , and with weights we independent exponential
random variables of mean one, the probability of the event of explosion is 0 or 1 according to
whether the sum

∑∞
n=0 f(n)−1 is infinite or finite. They also showed that the same statement

holds for weight random variables with distribution G satisfying limt→0G(t)t−α = c > 0 for
some α > 0. Furthermore, they asked if the same simple explosion criterion holds for general
edge weight distributions, under reasonable assumptions.

One of our aims in [ADGO2] is to answer, essentially completely, this question of Pe-
mantle and Peres. To present the result, we need to introduce some notations.

Let f : N ∪ {0} → N, and let Tf denote the spherically-symmetric tree in which each
node v of generation n has f(n) children. Given a distribution function G : [0,∞) → [0, 1],
let TGf denote the randomly weighted tree obtained by giving each edge of Tf an i.i.d. weight
distributed according to G.
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Definition 117. Given the distribution G and non-decreasing function f : N∪{0} → N,
we say that f is G-explosive if TGf is explosive almost surely.

It is easy to see that a sufficient condition for f being G-explosive is (a slightly stronger
version of) the “local min-summability” condition: apply a greedy algorithm to construct an
infinite path in the tree TGf by starting from the root, and by choosing recursively for the end
vertex vn of the already constructed path up to level n, the minimum weight edge vnvn+1

among the f(n) adjacent edges to level n+ 1. This motivates the following definition.

Definition 118. Given the distribution G and a non-decreasing function f : N→ N, we
say that f is G-small if

(23)
∑

n≥0

G−1(f(n)−1) < ∞ .

One may now interpret Pemantle and Peres [208, Page 193] as asking the following.

Question 119 (Pemantle-Peres [208]). For which G does the equivalence

f is G-small ⇔ f is G-explosive

hold in the class of non-decreasing functions f : N ∪ {0} → N?

They speculated that perhaps the equivalence holds provided G is continuous and strictly
increasing. The following definition encodes robust versions of the properties of being contin-
uous and strictly increasing.

Definition 120. The distribution G is controlled near 0 if

1 < lim inf
x→0

G(cx)

G(x)
≤ lim sup

x→0

G(cx)

G(x)
< ∞ ,

for some constant c > 1.

Note that in particular, if limx→0G(x)x−α exists and is positive, for some constant α >
0, then G is controlled near zero. Thus, the following generalises the result of Pemantle-
Peres [208] and, in spirit, confirms the validity of their speculation.

Theorem 121 ([ADGO2]). If G is controlled near 0, then the equivalence

f is G-small ⇔ f is G-explosive

holds in the class of non-decreasing functions f : N→ N.

On the other hand, we give examples that demonstrate that the “controlled near 0”
condition cannot be significantly weakened. For example, we show that

Theorem 122 ([ADGO2]). Let G be any weight distribution satisfying either

(24) lim sup
i→∞

G(xi)

G(xi/c)
< lim sup

i→∞

G(cxi)

G(xi)
= ∞ ,

or

(25) 1 = lim inf
i→∞

G(xi)

G(xi/c)
< lim inf

i→∞
G(cxi)

G(xi)
,

for some constant c > 0 and decreasing sequence xi : i ≥ 1 with limit 0. Then there exists a
function f : N0 → N which is G-explosive but not G-small.
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In order to prove Theorem 121, we consider a class of infinite weighted trees related
to the Poisson-weighted infinite tree, the PWIT, introduced by Aldous [9, 10], and deter-
mine precisely which trees in this class of generalised PWITs have linear growth almost
surely [ADGO2].

The linear growth property in this class of generalised PWITs has other interesting appli-
cations. To describe this, consider the following method for constructing a random real tree.
Given a sequence `(i) : i ∈ N, define the real tree A` recursively as follows. Let A`(1) consist
of a closed segment of length `(1) rooted at one end, and for each i ≥ 1, define A`(i+ 1) by
attaching one end of a closed segment of length `(i+1) to a uniformly randomly chosen point
of the tree A`(i). Let

Ao` :=
⋃

i≥1

A`(i)

and define A` as the completion of Ao` . The random real tree A` is referred to as the random
real tree given by the stick breaking process obtained by cutting the positive real line according
to the segment lengths sequence `.

Note that in the case where the sequence `(i) is the length of the segment [P λ(i), P λ(i+1)]
given by an inhomogeneous Poisson point process P λ with intensity λ(t) = t on R+, the
random real trees A` is precisely the continuum random tree constructed by Aldous [8].

The behavior of such trees, in the case of deterministic lengths `(i) obeying a limit law,
has been studied recently by Curien and Haas [85].

For a real tree A, we denote by d(A) the depth of A, i.e., the supremum of distances
from points of A to the root. We denote by diam(A) the diameter of A. Note that d(A) ≤
diam(A) ≤ 2d(A).

It can be easily shown that the random real tree A` given by the stick breaking process
is compact almost surely if and only the diameter of A` is finite almost surely, c.f. [85]

The following is then a very natural problem: Classify all sequences `(i), i ∈ N, for which
we have d(A`) <∞, or equivalently, diam(A`) <∞, almost surely.

As an application of our result on linear growth of PλWIT, we answer this question
completely for those length sequences `(i) which are deterministic and decreasing [ADGO2].

Theorem 123 ([ADGO2]). Let `(i), i ∈ N, be a decreasing sequence. Then d(A`) < ∞
almost surely if and only if

∑
n≥1 `(2

n) < ∞ .

The constant 2 as the base of the exponential may be replaced by any constant c > 1
without affecting the summability condition. The question in the case of general edge lengths,
without the monotonicity condition, is still open.

8.3. Logarithmic tree factorials

In a series of two papers [36, 37], Bhargava proposed a nice and somehow surprising
generalisation of the familiar notion of factorials of integers n! to any subset of an arbitrary
Dedekind ring. He used the concept to obtain several algebraic and arithmetic applications,
leading to generalisations of much earlier results of Pólya [210, 211] and Ostrowski [203] on
the structure of the ring of integer valued polynomials, those of Mahler [183] and Amice [13]
on approximation of analytic functions by polynomials, and non-archimedean interpolation.
We refer the interested reader to Bhargava’s papers [36, 37] and the survey [38] for the
discussion of these results and several interesting open questions.
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In this section, we give an overview of the results of [Ami3], where we present a com-
binatorial generalisation of Bhargava’s factorials. This consists in associating a sequence of
characteristic numbers to any (finite or infinite) tree, that we might call logarithmic factorials
of the tree. We discuss this generalisation and some of their basic properties. Then we relate
the growth of these characteristic numbers to the transience or recurrence of the random walk
on the tree.

8.3.1. Definition of tree factorials. Let T be a rooted tree with root r, and let ` :
E(T ) → R+ be a length function on the edges of T . Denote by Γ the metric realisation of
the pair (T, `), which is a rooted metric tree with root r. We call the unite length function
` ≡ 1 which assigns value one to all the edges of a tree T the standard length function.

We orient T away from the root, and, by an abuse of the notation, denote by E(T ) the
set of oriented edges of T . For any vertex of T , we denote by [r, v] the oriented path (resp.
segment) from r to v in T (resp. Γ).

Consider the boundary ∂T of T , which is by definition, the set of all infinite oriented

paths in T with starting vertex at the root r, and define the extended boundary ∂̃T as the
union of ∂T with the set of all oriented paths in T from the root r to a leaf of T . For any pair

(T, `) with metric realisation Γ, define ∂̃(T, `) = ∂̃Γ = ∂̃T . For any point ρ ∈ ∂̃T , we denote
by E(ρ) the set of all the edges of T which are in ρ.

Any two different elements of ∂T have a finite number of edges in common. So we can

define a non-negative real-valued intersection pairing 〈 , 〉 on ∂̃Γ as follows. For any two points

ρ, τ ∈ ∂̃Γ, with ρ 6= τ if both ρ and τ both belong to the boundary of T , let

〈ρ, τ〉 := `(ρ ∩ τ) =
∑

e∈E(ρ)∩E(τ)

`(e).

Consider the following greedy procedure in choosing a sequence of elements ρ0, ρ1, . . . in

∂̃Γ. Let ρ0 ∈ ∂̃Γ be any arbitrary element of the extended boundary. Proceeding inductively

on n ∈ N, assume that ρ0, . . . , ρn−1 ∈ ∂̃Γ have been chosen, and choose ρn, if possible,

arbitrarily among the set of all elements ρ ∈ Γ̃ \ {ρ0, . . . , ρn−1} which minimises the sum∑n−1
j=0 〈ρ, ρj〉. Define an :=

∑n−1
j=0 〈ρn, ρj〉. Then we have, somehow surprisingly, that

Theorem 124 ([Ami3]). For any pair (T, `) consisting of a rooted tree T and a length
function ` on T , the sequence {an} constructed above only depends on the metric realisation
Γ of (T, `).

We call the number an both the (T, `) and Γ-factorial of n, and denote it by n!(T,`) or n!Γ.
We call the sequence {ρn} in the construction above a factorial-defining sequence for (T, `)
and Γ. When ` is the standard length function, we simple write n!T for the factorials of the
pair (T, `).

Our definition above is an extension to arbitrary (metric) trees of the (logarithmic) facto-
rial sequence associated by Bhargava to subsets of the ring of valuation of a local field, that
we now recall [36, 37] (note that Bhargava instead uses the terminology of P -ordering and
p-sequence).

Let K be a local field with discrete valuation val, with ring of valuation R, with maximal
ideal m, and with residue field κ = R/m, which is thus a finite field. Let S be a subset of
R. The logarithmic factorial sequence associated to S is obtained as follows. Choose s0 ∈ S
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arbitrary. Proceeding inductively, and assuming s0, . . . , sn−1 are already chosen, choose sn
among all s ∈ S which minimises the quantity val

(∏n−1
j=0 (s− sj)

)
. Define

n!S := val
( n∏

j=0

(sn − s0) . . . (sn − sn−1)
)
.

To any subset S ⊂ R of K as above, one can associate its adelic tree TS , which is a rooted
locally finite tree with vertices of valence bounded by |κ| + 1, as follows. For each integer
h ∈ N∗, consider the projection φh : R→ R/mh, and define Vh = φh(S). The rooted tree TS
has vertex set t∞h=0Vh, and has as root the unique element of V0. The edge set of TS is defined

as follows. For any h, there exists a map πh : R/mh+1 → R/mh, and we have φh = πh ◦ φh+1.
A vertex u in Vh is adjacent to a vertex v ∈ Vh+1 if and only if πh(v) = u.

In the case S = R, the tree TR is the |κ|-regular tree, in which every vertex has |κ|
descendants, and obviously, for any subset S ⊂ R, the tree TS is a subtree of TR. Consider
the closure S of S in K. The factorials of the tree TS , as defined above, coincide with the
factorials of the subset S ⊂ R. Since the factorials of S and S are all easily seen to be equal,
we get the following proposition.

Proposition 125. Let K be a local field with valuation ring R. Let S be a subset of R
with adelic tree TS. We have n!S = n!TS , where n!S denotes the Bhargava’s S-factorial of n.

The proof given by Bhargava of the well-definedness of the factorial sequence n!S is some-
how indirect and goes through the ring of integer valued polynomials on S. Our proof of
Theorem 124 is direct and somehow simpler. We give an alternative local definition of a
sequence associated to a pair (T, `), show by induction that it is well-defined and only de-
pends on the metric realisation Γ, and then prove the equivalence of that definition with the
definition given above. Thus our proof leads to an alternative combinatorial proof of the
well-definedness of the factorial sequence associated to a subset of local fields.

Note that we have not made so far any finiteness assumption on the valence of vertices of
T . In fact, as we will explain in a moment, we can always reduce to the case of locally finite
trees with a capacity function on leaves, so we next define such objects.

8.3.2. Locally finite trees with a capacity function on leaves. Let T be a locally
finite rooted tree and let ` be a length function on E(T ). Denote by L(T ) the set of all leaves
of T . By a capacity function on T we mean a function χ : L(T ) → N ∪ {∞}. We modify
the definition of the factorial sequence given in the previous section by taking into account
the capacity of leaves of T as follows. Assuming for an integer n ∈ N that ρ0, . . . , ρn−1 are

chosen, we choose ρn, if possible, among those ρ ∈ ∂̃Γ which minimises the sum
∑n−1

j=0 〈ρ, ρj〉,
and which verify the capacity condition that, when ρ is a leaf of T , the number of times ρ
appears in the sequence ρ0, . . . , ρn−1 is strictly less than the capacity of ρ. So in the sequence
ρ0, ρ1, . . . each leaf of T can appear at most as many times as its capacity. We define

(26) an :=
n−1∑

j=0

〈ρn, ρj〉.

Then we have the following Theorem.

Theorem 126 ([Ami3]). The sequence {an} only depends on the pair (Γ, χ), where Γ is
the metric realisation of the pair (T, `).
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We call an the (Γ, χ) or (T, `, χ)-factorial of n, and denote it by n!(T,`,χ) = n!(Γ,χ). When
` is the standard length function, we simply write n!(T,χ).

Let S be a subset of the valuation ring R of a local field K. Let h ∈ N. In the adelic
tree TS of S consider the subtree TS,h of all the vertices at distance at most h from the root
r of TS . Define the capacity function χh on leaves of TS,h as follows. For any leaf v of TS,h,
consider the subtree TS,v of T which consists of v and all its descendants, and define χh(v) as
the number of elements in the extended boundary of TS,v. We have the following proposition.

Proposition 127. Notations as above, we have n!(T,χh) = n!S,h, where n!S,h denotes the
sequence of order h associated to S in the terminology of Bhargava [37].

Thus, the factorials in the presence of a capacity function generalises factorials of order
h for subsets of local fields in the terminology of [37].

8.3.3. Reduction to locally finite trees. Let (T, `) be a pair consisting of a tree T and
a length function ` on T . We define the locally finite component T0 of T as follows. Consider
the set V0 of all vertices v of T with the property that all the interior vertices of the oriented
path [r, v] have bounded valence in T . So, for example, if the root r has infinite valence, then
V0 consists of a single vertex r. Define the subtree T0 of T as the tree induced by T on V0.
For any leaf of T0 which is a vertex of valence infinity in T , define the capacity χ0(v) of v to
be infinity. For other leaves of T0, which are thus also leaves of T , define χ0(v) = 1. Let `0
be the restriction of ` to the edges of T0. Then we have

Proposition 128. Notation as above, we have for all n, n!(T,`) = n!(T0,`0,χ0).

Let now T be a locally finite tree, ` a length function on T , and χ a capacity function.
Define the tree T1 by adding χ(v) disjoint infinite paths to any leaf v of T , and extend ` to a
length function `1 on T1 by assigning arbitrary lengths to the new edges of T1. It is easy to
see that for any n, we have n!(T,`,χ) = n!(T1,`1).

Therefore, there is no restriction in assuming the tree T is locally finite, and, if necessary,
a capacity function χ is given.

8.3.4. Growth of the factorial sequence and equidistribution. Let T be a locally
finite rooted tree and ` be a length function on T . Denote by Γ the metric realisation of
(T, `). The factorial sequence satisfies the following logarithmic version of the fact that n!m!
divides (n+m)!.

Proposition 129. Notations as above, we have for all m,n in N,

(m+ n)!Γ ≥ m!Γ + n!Γ.

Combining this property with Fekete’s lemma [107], we get the convergence of the se-
quence 1

nn!Γ to a quantity that we denote by H(Γ), or sometimes H(T, `), in R ∪ {∞}.
The quantity H(Γ) is an invariant of Γ that we characterise in [Ami3]. We first describe

a necessary and sufficient condition for the finiteness of H(T, `).

Define the conductance c : E(T )→ R+ given by ∀uv ∈ E(T ), c(u, v) = c(v, u) := 1
`(uv) .

Consider the random walk RW (T, `) on T which starts at the root r, and which has
probability of going from a vertex u of the tree to any of its neighbors v in the tree given by

puv := c(u,v)∑
w∼u c(u,w) .
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The following theorem relates the finiteness of the limit of logarithmic factorials to the
transience of the random walk on the tree, and leads to an alternative characterisation of
transient trees in terms of the sequence of factorial numbers associated to the tree. We say
that a pair (T, `) is weakly complete if any infinite oriented path P in T which entirely consists
of valence two vertices is of infinite length in the metric realisation Γ of (T, `). Note that this
is the case if the length function is ε-away from zero for some ε > 0, i.e., if the lengths of all
edges are at least ε.

Theorem 130 ([Ami3]). Let T be an infinite locally finite rooted tree and ` a length
function on T . Assume that the pair (T, `) is weakly complete. The following two statements
are equivalent.

• The random walk RW (T, `) is transient.
• The limit H(T, `) is finite.

Equivalently, the random walk RW (T, `) is recurrent if and only if H(T, `) =∞.

In the presence of a capacity function χ on the leaves of T , the normalized factorials
1
nn!(Γ,χ) still converge to a parameter H(Γ, χ), and the theorem above still holds if the values
of χ are all finite as can be easily observed by the transformation (T1, `1) of (T, `, χ) described
in the previous section. (Indeed, in this case, we will always have H(T, `) = H(T, `, χ).) On
the other hand, when χ takes value ∞ at some leaves of T , then the value of H(T, `, χ) is
always finite.

We now turn to the question of determining the value of H(T, `). By the previous theorem,
we can assume that the random walk RW (T, `) is transient. We have the following theorem.
Let T be a locally finite tree and ` a length function on T so that the random walk RW (T, `)
on T is transient. Let η be a the unit current flow on T and µhar the corresponding harmonic
measure on ∂T [179, 180, 181].

Theorem 131 ([Ami3]). Assume that (T, `) is weakly complete. Then,

• any factorial determining sequence ρ0, ρ1, . . . of (T, `) is equidistributed in ∂T with
respect to the harmonic measure µhar.
• we have H(T, `) = ‖η‖2, where ‖η‖2 is the energy of the unit current flow η on T .

We note that a consequence of the above theorem is that the algorithm described in the
definition of the tree factorials provides an effective way of sampling the harmonic measure
on if the tree is transient.

As another corollary, we get the following equidistribution theorem for subsets of local
fields. Let us call a subset S of the valuation ring R of a local field K transient if the adelic
tree TS of S is transient. For a transient subset S of R, we denote by µhar the corresponding
harmonic measure of S which has support in the closure S of S in R. Note that a transient
set S is a set with finite logarithmic capacity and the corresponding harmonic measure is also
called the equilibrium measure in the literature, see e.g. [23]. We have

Theorem 132 ([Ami3]). Let K be a local field with valuation ring R, and let S be an
infinite subset of R. The following two conditions are equivalent.

• The subset S of R is transient.
• The sequence 1

nn!S converges to a finite H(S) ∈ (0,∞).
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Moreover, for a transient subset S of R, any factorial determining sequence s0, s1, s2, . . . of
S is equidistributed in S with respect to the equilibrium measure, and we have

H(S) =

∫

(x,y)∈S×S
x6=y

val(x− y)dµhar(x)dµhar(y)

=

∫

S
val(x0 − y)dµhar(y) a.s. for x0 ∈ S.

In other words, exp(H(S)) is the logarithmic capacity of the set S.

We note that in the presence of a capacity function on the leaves of T which takes values
infinity, the limit H(T, `, χ) has a similar expression. Indeed, it will be enough to consider
the modified tree T1 obtained by adding a countable number of paths to any leaf v of T with
χ(v) =∞, and define the conductance of all these new edges to be equal to ∞. The random
walk on T1 with these conductances is equivalent to a random walk on T with absorption
on the leaves of capacity infinity, and the limit H(T, `, χ) is the squared norm of the unit
current flow on T1. For the special case where T is a finite tree and χ is a function on the
leaves of T which takes value infinity at some points of T , we have the following explicit way
of calculating H(T, `, χ).

Let L0 ⊂ L(T ) be the set of all leaves v with χ(v) = ∞, and define the connected
graph G = (V,E) obtained by identifying all the vertices in L0 to a single vertex s. Let
C0(G,R) be the space of real valued functions on the vertices of G. The length function `
induces a length function on the edges of G, to which we can associate a Laplcian operator
∆ : C0(G,R) → C0(G,R), as we did in the previous chapters. Recall that for any function
f ∈ C0(G,R), the value of ∆(f) ∈ C0(G,R) at a vertex v of V (G) is given by

∆(f)(v) =
∑

{u,v}∈E(G)

1

`e

(
f(u)− f(v)

)
.

For a vertex v of G, denote by 1v the characteric function of v which takes value one at v,
and value zero outside v. Let F be the real-valued function on V which solves the Laplace
equation ∆(F ) = 1r − 1s. By connectivity of G, up to additioning a constant function, F is
unique.

Theorem 133 ([Ami3]). Notations as above, we have H(T, `, χ) = F (s)− F (r).

As an immediate corollary, for any h ∈ N, we get a limit theorem for the factorials of
order h associated to subsets of local fields, as defined by Bhargava [37].



CHAPTER 9

Unified approach to distance two colouring of graphs on
surfaces

In [AEH], we introduce a colouring notion called Σ-colouring which generalises both
colouring the square of graphs and of cyclic colouring of graphs embedded in a surface. We
prove a general result for graphs embeddable in a fixed surface, which implies asymptotic
versions of Wegner’s and Borodin’s Conjecture on the planar version of these two colourings.
Furthermore, as a consequence of our results, we prove that the size of a clique in the square
of a graph of maximum degree ∆ embeddable in some fixed surface is at most 3

2 ∆ plus a
constant.

The heart of the proof consists of a result on the global quantitative topology of a graph
embedded in a surface, and the geometry of a polytope associated to a graph and the prop-
erties of a class of probability distributions associated to the points of this polytope.

In this chapter, we briefly discuss these results.

9.1. Σ-colouring

Given a graph G = (V,E), the chromatic number of G, denoted χ(G), is the minimum
number of colours required so that we can properly colour its vertices using those colours [43]
or [91]. If we colour the edges of G, we get the chromatic index, denoted χ′(G). The list
chromatic number or choice number ch(G) is the minimum value k such that if we give each
vertex v of G a list L(v) of at least k colours, then we can find a proper colouring in which
each vertex gets assigned a colour from its own private list. The list chromatic index ch ′(G)
is defined analogously for edges.

The square G2 of a graph G is the graph with vertex set V (G), with an edge between any
two different vertices that have distance at most two in G. A proper vertex colouring of the
square of a graph can also be seen as a vertex colouring of the original graph satisfying:
• vertices that are adjacent receive different colours, and
• vertices that have a common neighbour receive different colours.
Another way to formulate these conditions is as ‘vertices at distance one or two must receive
different colours’. This is why the name distance-two colouring is also used in the literature.

In [AEH] we introduce a colouring concept that generalises the concept of colouring the
square of a graph, but that also can be used to study different concepts such as cyclic colouring
of plane graphs (definition will be given later).

For a vertex v ∈ V , letN(v) (orNG(v) if we want to specify the graph under consideration)
be the set of vertices adjacent to v. Suppose that for each vertex v ∈ V , we are given a subset
Σ(v) ⊆ N(v) of its neighbourhood. We call such a collection a Σ-system for G.

A Σ-colouring of G is an assignment of colours to the vertices of G so that:
• vertices that are adjacent receive different colours, and
• vertices that appear together in some Σ(v) receive different colours.

111
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When additionally each vertex v has its own list L(v) of colours from which its colour
must be chosen, we talk about a list Σ-colouring.

We denote by χ(G; Σ) the minimum number of colours required for a Σ-colouring to exist.
Its list variant is denoted by ch(G; Σ), and is defined as the minimum integer k such that for
each assignment of a list L(v) of at least k colours to vertices v ∈ V , there exists a proper
Σ-colouring of G in which all vertices are assigned colours from their own lists.

Notice that we trivially have χ(G) = χ(G;∅) and χ(G2) = χ(G;NG); and the same
relations holds for the list variant (∅ assigns the empty set to each vertex).

We define the width of a Σ-system of G as ∆(G; Σ) = maxv∈V |Σ(v)|. It is clear that
we always need at least ∆(G; Σ) + 1 colours in a proper Σ-colouring. In the case Σ ≡ NG,
there exist plenty of graphs G that require O(∆(G)2) colours (where ∆(G) = ∆(G;NG) is the
usual maximum degree of G). But for planar graphs, it is known that a constant times ∆(G)
colours is enough (even for list colouring), as we will discuss a bit later.

Following Wegner’s Conjecture on colouring the square of planar graphs (see also next
subsection), we propose the following conjecture.

Conjecture 134 ([AEH]). There exist constants c1, c2 and c3 such that for all planar
graphs G and any Σ-system for G, we have

χ(G; Σ) ≤
⌊

3
2 ∆(G; Σ)

⌋
+ c1;

ch(G; Σ) ≤
⌊

3
2 ∆(G; Σ)

⌋
+ c2;

ch(G; Σ) ≤
⌊

3
2 ∆(G; Σ)

⌋
+ 1, if ∆(G; Σ) ≥ c3.

If Σ ≡ ∅ (hence ∆(G; Σ) = 0), then the Four Colour Theorem implies that the smallest
possible value for c1 is four; while the fact that planar graphs are always 5-list colourable but
not always 4-list colourable, shows that the smallest possible value for c2 is five.

Our main result in [AEH] is that Conjecture 134 is asymptotically correct: ch(G; Σ) ≤
3
2 ∆(G; Σ)+o

(
∆(G; Σ)

)
. In fact, we can prove this asymptotic result holds for general surfaces.

Theorem 135 ([AEH]). For every surface S and real ε > 0, there exists a constant βS,ε
such that the following holds for all β ≥ βS,ε. If G is a graph embeddable in S, with a Σ-system

of width at most β, then ch(G; Σ) ≤
(

3
2 + ε

)
β.

We now discuss two special consequences of these results. These special versions of The-
orems 135 and 144 also show that the term 3

2 β is best possible.

9.1.1. Colouring the square of graphs. If G has maximum degree ∆, then a vertex
colouring of its square G2 will need at least ∆ + 1 colours, and the greedy algorithm shows
that it is always possible to find a colouring of G2 with ∆2 + 1 colours. Cages of diameter
two, such as the 5-cycle, the Petersen graph and the Hoffman-Singleton graph (see, e.g., [43,
page 84]), show that there exist graphs that in fact require ∆2 + 1 colours.

Regarding the chromatic number of the square of a planar graph, Wegner [240] posed the
following conjecture (see also the book of Jensen and Toft [141, Section 2.18]), suggesting
that for planar graphs far less than ∆2 + 1 colours suffice.

Conjecture 136 (Wegner [240]). For a planar graph G of maximum degree ∆,

χ(G2) ≤





7, if ∆ = 3,
∆ + 5, if 4 ≤ ∆ ≤ 7,⌊

3
2 ∆
⌋

+ 1, if ∆ ≥ 8.
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Wegner also gave examples showing that these bounds would be tight. For even ∆ ≥ 8, these
examples are sketched in Figure 1(a). The graph in the picture has maximum degree 2k and
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sssqqqqs
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s
sk − 1

vertices

k vertices
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x

y
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Figure 1. (a) A planar graph G with maximum degree ∆ = 2k and ω(G2) =
χ(G2) = 3k + 1 =

⌊
3
2 ∆
⌋

+ 1.
(b) A planar graph H with maximum face order ∆∗ = 2k and χ∗(H) = 3k =⌊

3
2 ∆∗

⌋
(see Subsection 9.1.2).

yet all the vertices except z are pairwise adjacent in its square. Hence to colour these 3k + 1
vertices, we need at least 3k+ 1 = 3

2 ∆ + 1 colours. Note that the same arguments also show

that the graph G in the picture has ω(G2) = 3
2 ∆ + 1.

Kostochka and Woodall [161] conjectured that for every square of a graph, the chromatic
number equals the list chromatic number. This conjecture and Wegner’s one together imply
the conjecture that for planar graphs G with ∆ ≥ 8, we have ch(G2) ≤

⌊
3
2 ∆
⌋

+ 1.

Several upper bounds on χ(G2) for planar graphs in terms of ∆ have been obtained
in [142, 244, 134, 7, 47, 194]. The best known upper bound so far is the one obtained
by Molloy and Salavatipour [194]. It gives χ(G2) ≤ d5

3 ∆e+ 78 for any ∆. As mentioned in
[194], the constant 78 can be reduced for sufficiently large ∆. For example, it was improved
to 24 when ∆ ≥ 241.

Since ch(G2) = ch(G;NG) (i.e., Σ(v) = NG(v) for all v ∈ V ), as an immediate corollary
of Theorem 135 we obtain.

Corollary 137. Let S be a fixed surface. Then the square of every graph G embeddable
in S and of maximum degree ∆ has list chromatic number at most 3

2 ∆ + o(∆).

In fact, the same asymptotic upper bound as in Corollary 137 can be proved even for larger
classes of graphs. Additionally, a stronger conclusion on the colouring is possible. For the
following result, we assume that colours are integers, which allows us to talk about the
‘distance’ |α1 − α2| between two colours α1, α2.

Theorem 138 (Havet, Van den Heuvel, McDiarmid & Reed [129]). Let k be a fixed
positive integer. The square of every K3,k-minor free graph G of maximum degree ∆ has list

chromatic number (and hence clique number) at most 3
2 ∆ + o(∆). Moreover, given lists of

this size, there is a proper colouring in which the colours on every pair of adjacent vertices
of G differ by at least ∆1/4.
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Note that planar graphs do not have a K3,3-minor. In fact, for every surface S, there is
a constant k such that no graph embeddable in S has K3,k as a minor. That shows that
Theorem 138 is stronger than our Corollary 137. On the other hand, Theorem 138 gives a
weaker bound for the clique number than the one we obtain below.

Both Corollary 137 and Theorem 138 can be applied to K4-minor free graphs, since these
graphs are planar and do not have K3,3 as a minor. But the best possible bounds for this
class are actually known. Lih, Wang and Zhu [171] showed that the square of K4-minor
free graphs with maximum degree ∆ has chromatic number at most

⌊
3
2 ∆
⌋

+ 1 if ∆ ≥ 4 and
∆ + 3 if ∆ = 2, 3. The same bounds, but then for the list chromatic number of K4-minor free
graphs, were proved by Hetherington and Woodall [132].

9.1.2. Cyclic colourings of embedded graphs. Given a surface S and a graph G
embeddable in S, we denote by GS that graph with a prescribed embedding in S. If the
surface S is the sphere, we talk about a plane graph GP . The order of a face of GS is the
number of vertices in its boundary; the maximum order of a face of GS is denoted by ∆∗(GS).

A cyclic colouring of an embedded graph GS is a vertex colouring of G such that any
two vertices in the boundary of the same face have distinct colours. The minimum number
of colours required in a cyclic colouring of an embedded graph is called the cyclic chromatic
number χ∗(GS). This concept was introduced for plane graphs by Ore and Plummer [200],
who also proved that for a plane graph GP we have χ∗(GP ) ≤ 2∆∗. Borodin [46] (see also
Jensen and Toft [141, page 37]) conjectured the following.

Conjecture 139 (Borodin [46]). For a plane graph GP of maximum face order ∆∗ we
have χ∗(GP ) ≤

⌊
3
2 ∆∗

⌋
.

The bound in this conjecture is best possible. Consider the plane graph depicted in Fig-
ure 1(b): It has 3k vertices and has three faces of order ∆∗ = 2k. Since all pairs of vertices
have a face they are both incident with, we need 3k =

⌊
3
2 ∆∗

⌋
colours in a cyclic colouring.

Borodin [46] also proved Conjecture 139 for ∆∗ = 4. For general values of ∆∗, the
original bound χ∗(GP ) ≤ 2∆∗ of Ore and Plummer [200] was improved by Borodin et al. [48]
to χ∗(GP ) ≤

⌊
9
5 ∆∗

⌋
. The best known upper bound in the general case is due to Sanders and

Zhao [217]: χ∗(GP ) ≤
⌈

5
3 ∆∗

⌉
.

Although Wegner’s and Borodin’s Conjectures seem to be closely related, and most of
the results approaching these conjectures used the same ideas, there was no direct connection
between them prior to our work.

In order to show that our Theorem 135 provides an asymptotically best possible upper
bound for the cyclic chromatic number for a graph G with some fixed embedding GS , we
need some extra notation. For each face f of GS , add a vertex xf . For any face f of GS

and any vertex v in the boundary of f , add an edge between v and xf , and denote by GF
the graph obtained from GS by this construction. Note that the vertex set of GF consists
of V (G) and all the new vertices xf , for f a face of GS . Define a Σ-system ΣF for GF as
follows: For each vertex v ∈ V (G), let ΣF (v) = ∅. For each vertex xf , let ΣF (xf ) be all the
neighbours of xf . Observe that a (list) ΣF -colouring of GF colours the vertices of G in a way

required for a cyclic (list) colouring of GS , and that ∆(GF ; ΣF ) = ∆∗(GS). In fact, one can
show χ∗(GS) ≤ χ(GF ,ΣF ) ≤ χ∗(GS) + 1.

Using the upper bound on χ∗(GS), we get the following corollary of Theorem 135.
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Corollary 140. Let S be a fixed surface. Every embedding GS of a graph G of maximum
face order ∆∗ has cyclic list chromatic number at most 3

2 ∆∗ + o(∆∗).

9.1.3. Proof of Theorem 135. The proof of Theorem 135 uses the discharging method
to prove a structural result on graphs on embedded surfaces. Discharging method is a sys-
tematic clever use of the Euler formula on a surface, which was originally used in the proof
of the four colour theorem. Very informally, our structural result states that a graph that is
maximally embeddable in some fixed surface, either contains one of two fairly simple config-
urations, or it contains a structure that internally satisfies a specific density-type condition.
Since the statement is technical, we omit it.

The structural theorem allows to reduce then the problem to an edge colouring problem for
multigraphs as in a previous work of Havet, van den Heuvel, McDiarmid and Reed [129], and
to apply (a mild extension of) Kahn’s results on asymptotic of edge chromatic index [143, 144]
to conclude. This uses the interesting and still somehow mysterious set-up of hardcore distri-
butions associated to the points of the matching polytope [145]. We describe the hardcore
distributions and their relations to the edge colouring problem in the next section, omitting
the structural result and the way it allows to reduce to an edge colouring problem [AEH].

9.2. Matching polytope

We briefly describe the matching polytope of a multigraph. More about this subject can
be found in [218, Chapter 25].

LetH be a multigraph withm edges. LetM(H) be the set of all matchings ofH, including
the empty matching. For each M ∈ M(H), let us define the m-dimensional characteristic
vector 1M as follows: 1M = (xe)e∈E(H), where xe = 1 for an edge e ∈ M , and xe = 0
otherwise. The matching polytope of H, denoted MP(H), is the polytope defined by taking
the convex hull of all the vectors 1M for M ∈ M(H). Also, for any real number λ, we set
λMP(H) = {λx | x ∈MP(H) }.

Edmonds [96] gave the following characterisation of the matching polytope.

Theorem 141 (Edmonds [96]). A vector ~x = (xe) is in MP(H) if and only if xe ≥ 0 for
all xe and the following two types of inequalities are satisfied:

• For all vertices v ∈ V (H),
∑

e: v incident to e xe ≤ 1;

• for all subsets W ⊆ V (H) with |W | ≥ 3 and |W | odd,
∑

e∈E(W ) xe ≤ 1
2 (|W | − 1).

9.3. Hardcore distributions

Hardcore distributions are distributions that originally arose in Statistical Physics, and
that satisfy very natural conditions and generally provide strong independence properties
allowing good sampling from a given family. Given a family of subsets F of a given set E ,
a natural way of picking at random an element of F (or, in an other words, a probability
distribution on F) is as follows.

Let us suppose that each element e of E has been assigned a positive weight λe. Then
we pick each element M ∈ F with probability proportional to

∏
e∈M

λe. More precisely, the

probability PM of picking M ∈ F at random is given by

PM =

∏
e∈M

λe
∑

M ′ ∈F

∏
e∈M ′

λe
.
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We define the vector ~x = (xe)e∈E by setting xe =
∑

M ∈F , e∈M
PM . It is clear that xe is the

probability that a given random element of F contains the element e. The probability distri-
bution {PM} is called a hardcore distribution with activities {λe} and marginals {xe}. The
vector ~x is called the marginal vector associated with the hardcore distribution {PM}.

Given a vector ~x, it is not always true that ~x is the marginal vector of some hardcore
distribution. Indeed if P(F) denotes the polytope defined by taking the convex hull of the
characteristic vectors of the elements of F , then the marginal vector ~x of a hardcore distri-
bution is in P(F):

~x =
∑

M ∈F
PM 1M .

(Recall that the characteristic vector, 1M , of a given element M ∈ F is the |E|-dimensional
vector (ye)e∈E such that ye = 1 if e ∈M and ye = 0 otherwise.)

This provides a necessary condition for a vector to be the marginal vector of a hardcore
distribution. It is not difficult to prove that the activities λe corresponding to ~x, if they exist,
are unique.

From now on, let H be a given multigraph. We recall that M(H) and MP(H) are the
family of matchings and the matching polytope ofH, respectively. (SoM(H) will play the role
of the family F from above. And using the notation from above meansMP(H) = P(M(H)).)

We have the following theorem relating the matching polytope and hardcore distributions.

Theorem 142 (Lee [167], Rabinovich et al. [213]). For a given real number 0 < δ < 1,
suppose ~x is a vector in (1− δ)MP(H), for some multigraph H. Then there exists a unique
family of activities λe such that ~x is the marginal vector of the hardcore distribution defined
by the λ’s. The hardcore distribution {PM}M∈M(H) is the unique distribution maximising the
entropy function

H(QM ) = −
∑

M ∈M(H)

QM log(QM )

among all the distributions {QM}M∈M(H) satisfying ~x =
∑

M ∈M(H)

QM 1M .

Kahn and Kayll proved in [145] a family of results, resulting in a long-range independence
property for the hardcore distributions defined by a marginal vector ~x inside (1− δ)MP(H),
see Kahn’s paper [144] or the book by Molloy and Reed [193] for more details. It seems that
these properties are captured by the geometry of the matching polytope, and its associated
toric variety.

9.3.1. Hardcore distributions and edge-colouring. The significance of the matching
polytope and hardcore distributions, and their relation to list edge-colouring is indicated by
the following important result, which can be deduced more or less directly from Kahn’s
paper [144].

Theorem 143. For all real numbers δ, ν, 0 < δ < 1 and ν > 0, there exists a ∆δ,ν such
that for all ∆ ≥ ∆δ,ν the following holds. If H is a multigraph and L is a list assignment of
colours to the edges of H so that

• H has maximum degree at most ∆;

• for all edges e ∈ E(H), |L(e)| ≥ ν∆;
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• the vector ~x = (xe) with xe =
1

|L(e)| for all e ∈ E(H) is an element of (1− δ)MP(H).

Then there exists a proper edge-colouring of H where each edge gets a colour from its own
list.

The proof of the above theorem is based on a randomised algorithm introduced in [144]. It
proceed by naively colouring the graph by choosing at each step randomly choosen matchings
in each colour class subgraph of the graph. A colour class contains all the edges whose list
contains a given fixed colour. The random matching is with respect to a hardcore distribution.
This way, at each step, a subset of edges can be coloured. The lists are then modified according
to the attributed colours. A sufficient number of iterations of this naive colouring procedure
results in a graph, consisting of all the uncoloured edges at that step, such that this graph
has maximum degree T , for some integer T , and that the list sizes are at least 2T ., i.e., each
uncoloured edge is in at least 2T of the HI

α’s. At this stage it is easy to finish the procedure
by a simple greedy algorithm.

9.4. Cliques in squares of graphs

A trivial lower bound for the (list) chromatic number of a graph G is the clique num-
ber ω(G), the maximum size of a clique in G. For graphs with a Σ-system, we can define the
following related concept. A Σ-clique is a subset C ⊆ V such that every two different vertices
in C are adjacent or appear together in some Σ(v). Denote by ω(G; Σ) the maximum size of
a Σ-clique in G. Then we trivially have ch(G; Σ) ≥ ω(G; Σ), and so Theorem 135 means that
for a graph G embeddable in some fixed surface S, we have ω(G; Σ) ≤ 3

2 ∆(G; Σ)+o(∆(G; Σ)).
But in fact, the structural result we use to prove Theorem 135 is strong enough to give

ω(G; Σ) ≤ 3
2 ∆(G; Σ) +O(1).

Theorem 144 ([AEH]).
For every surface S, there exist constants βS and γS such that the following holds for all
β ≥ βS. If G is a graph embeddable in S, with a Σ-system of width at most β, then every
Σ-clique in G has size at most 3

2 β + γS.
In particular, Let S be a fixed surface. Then the square of every graph G embeddable in S

and of maximum degree ∆ has clique number at most 3
2 ∆ +O(1).

From the proof of Theorem 144, it can be deduced that the square of a planar graph with
maximum degree ∆ ≥ 11616 has clique number at most 3

2 ∆ + 76.

Note that this is in contrast with the clique size of squares of general graphs. Indeed,
Moore graphs of diameter two provide examples with the clique size of order Ω(∆2) [189].
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[Ami5] O. Amini, Reduced divisors and embeddings of tropical curves, Trans. Amer. Math. Soc. 365 (2013),

4851-4880.
[Ami6] O. Amini, Lattice of integer flows and poset of strongly connected orientations, preprint.
[Ami7] O. Amini, Geometry of graphs and applications in arithmetic and algebraic geometry, survey notes

written for the Simons Symposia 2015, https://www.math.ens.fr/~amini/Publications/Survey.
pdf.

[Ami8] O. Amini, Limit linear series: combinatorial theory, preprint.
[AmiBa] O. Amini, M. Baker, Linear series on metrized complexes of algebraic curves, Mathematische

Annalen 362 (2015), 55-106.
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linearen Vertheilung galvanischer Ströme geführt wird, Annalen der Physik 148 (1847), no. 12,
497-508.

[154] P. Klein, S.A. Plotkin, S. Rao, Excluded minors, network decomposition, and multicommodity flow,
In Proceedings of the twenty-fifth annual ACM Symposium on Theory of Computing (STOC ’93).
ACM, New York, NY, USA, 682-690.

[155] F. Knudsen and D. Mumford, The projectivity of the moduli space of stable curves. I. Preliminaries
on ”det” and ”Div”. Math. Scand. 39:1, 19-35 (1976)

[156] G. Kokarev, Variational aspects of Laplace eigenvalues on Riemannian surfaces, Advances in Math-
ematics 258 (2014), 191-239.

[157] J. Kolb, A simplicial calculus for local intersection numbers at non-archimedean places on products
of semi-stable curves. Abhandlungen aus dem Mathematischen Seminar der Universitt Hamburg
86.1 (2016), 97–132.

[158] J. Kolb, An analytic description of local intersection numbers on non-Archimedean places for prod-
ucts of semi-stable curves. Ann. Fac. Sci. Toulouse Math. 25 (2016), issue 1, 19–63.

[159] ,V. F. Kolchin, Random Mappings, Optimization Software Inc., New York, 1986.
[160] N. Korevaar, Upper bounds for eigenvalues of conformal metrics, Journal of Differential Geometry

37 (1993), 73-93.
[161] A.V. Kostochka and D.R. Woodall, Choosability conjectures and multicircuits. Discrete Math. 240

(2001), 123-143.
[162] D. Laksov, Weierstrass points on curves. Astérisque 87-88 (1981), 221-247.
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