HODGE THEORY FOR TROPICAL VARIETIES

OMID AMINI AND MATTHIEU PIQUEREZ

ABSTRACT. In this paper we prove that the cohomology of smooth projective tropical vari-
eties verify the tropical analogs of three fundamental theorems which govern the cohomol-
ogy of complex projective varieties: Hard Lefschetz theorem, Hodge-Riemann relations and
monodromy-weight conjecture.

On the way to establish these results, we introduce and prove other results of indepen-
dent interest. This includes a combinatorial study of the tropical version of the Steenbrink
spectral sequence, a treatment of Kahler forms in tropical geometry and their associated
Hodge-Lefschetz structures, a tropical version of the projective bundle formula, and a re-
sult in polyhedral geometry on the existence of quasi-projective unimodular triangulations
of polyhedral spaces.

Moreover, we provide a generalization with a new proof of the results of Adiprasito, Huh,
and Katz, Hodge theory for combinatorial geometries, Annals of Mathematics 188 (2018),
no. 2, 381-452, by showing that being Kéhler for tropical fans is shellable, in the sense of
our work homology of tropical fans. This shows that any quasi-projective shellable tropical
fan is K&hler.
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The aim of this work and its forthcoming companions is to study Hodge theoretic aspects

of tropical and non-archimedean geometry.

Tropical geometry studies degenerations of algebraic varieties by enriching the theory of
semistable models and their dual complexes by polyhedral geometry. This enrichment moti-
vates the development of algebraic geometry for combinatorial and polyhedral spaces [Mik06,
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MS15, GS11, MZ14, IKMZ19, Car19, JSS19| and their hybrid counter-parts, which contain a
mixture of algebraic and polyhedral components [Ber09, AB15, BJ17, AN20, Mik06].

In dimension one, it is now well-understood that graphs and metric graphs are in many
ways similar to Riemann surfaces and algebraic curves. For example, the analog of many
classical theorems governing the geometry of Riemann surfaces, Riemann-Roch, Abel-Jacobi,
Clifford and Torelli, are now established for graphs and metric graphs [BN07, GK08, MZ08,
Copl16,CV10,AB15].

This viewpoint and its subsequent extensions and refinements have been quite powerful
in applications in the past decade, and have resulted in several advances ranging from the
study of curves and their moduli spaces (e.g. Brill-Noether theory [CDPR12|, maximum rank
conjecture [JP16], the Kodaira dimension of the moduli spaces of curves [F.JP20]) to arithmetic
geometry of curves (e.g. uniform bounds on the number of rational points on curves [KRZ16]
and equidistribution results [Amil4]). An overview of some of these results can be found in
the survey paper [BJ16].

It is expected that higher dimensional combinatorial and polyhedral analogs of graphs and
metric graphs should fit into the same picture and fundamental theorems of algebraic geometry
should have their combinatorial and polyhedral analogs.

Representative examples of this fresco in higher dimension have emerged in the pioneering
work of McMullen and Karu [McM93, Kar04] on hard Lefschetz theorem for polytopes, and
more recently, in connection with Hodge theory, in the work of Adiprasito-Huh-Katz [AHK18§]
in the development of Hodge theory for matroids, in the work of Babaee-Huh [BH17| on
Demailly’s strong reformulation of the Hodge conjecture for currents, in the work of Elias and
Williamson [EW 14| on Hodge theory of Soergel bimodules and positivity of Kazhdan-Lustig
polynomials, and in the work of Adiprasito-Bjoner [AB14] and Adiprasito [Adil8] on weak
and combinatorial Lefschetz theorems, respectively.

Our aim here is to show that cohomology of Kéahler tropical varieties verify the tropical
analogs of three fundamental theorems which govern the cohomology of complex projective
varieties: Hard Lefschetz theorem, Hodge-Riemann relations and monodromy-weight conjec-
ture. As we will explain below, this provides a uniform treatment and a generalization of
many of the above mentioned results within the framework of tropical geometry.

In the rest of this introduction, we provide a brief discussion of the results presented in this
article.

1.1. Tropical fans. Tropical fans and their supports form the local charts for more general
tropical varieties. Let N ~ Z" be a lattice of finite rank and denote by Ng the vector space
generated by N. Recall that a fan ¥ in Ng is a non-empty collection of strongly convex
polyhedral cones which verify the following two properties. First, for any cone o € 3, any
face of o belongs to 3. Moreover, for two cones ¢ and 7 in %, the intersection o N 7 is a
common face of both ¢ and 7. In particular, ¥ always contains the cone 0 := {0}. We denote
by |o| the dimension of a face . A fan is called rational if any cone in 3 is rational in the
sense that it is generated by rays which have non-zero intersection with the lattice V. In that
case, each cone o in Y defines a sublattice N, of N of the same rank as the dimension of o,
and given by the integral points of the vector subspace of Ng generated by o. A cone o is
simplicial if it is of the form )} R, e; for some family of independent vectors (e;); in Ng. If &
is rational, we say it is unimodular if we can choose a basis of N, for the family (e;);. A fan
Y. is called simplicial, resp. unimodular, if all its cone are simplicial, resp. unimodular. A fan
is pure dimensional if all its maximal cones have the same dimension. The support of a fan X
is denoted by ’E‘

A tropical fan is a pure dimensional simplicial rational fan ¥ in Nz as above which in
addition verifies the following foundational principle in tropical geometry called the balancing
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condition: for any cone 7 of codimension one in Y, we have the vanishing in the quotient
lattice N / N, of the following sum
Z ea/‘r =0

oDT
where the sum is over faces o of maximal dimension containing 7 and ¢, /; is the vector which
generates the quotient (o n N)/(r n N) ~ Zxo. This might be regarded as a polyhedral
analogue of orientability and leads to the definition of a fundamental class which plays an im-
portant role in the treatment of the duality and other finer geometric properties in polyhedral
geometry.

1.2. Smoothness in tropical geometry. The smoothness is understood in the sense of
our work [AP20b|. The definition of tropical smoothness that we propose in that work is
homological.

Let 3 be a rational fan. We denote by F,, the sheaf of p-multivectors on ¥ and by F? its
dual. The sheaf F, is simplicial and on each cone ¢ is defined by

Fy(o) := Z NN, < NN, and FP(o):=Fy(0)".
nex
n=2o

The dual FP (with real coefficients) can be regarded as the sheaf of tropical holomorphic
p-forms on X, cf. [JSS19].

The above coefficient sheaves lead to the definition of cohomology and homology groups
HP(X), HPY(X), Hpqe(X), and H;E(Z), with the last one being the tropical analogue of the
Borel-Moore homology. These were introduced in [IKMZ19] and further studied in [JSS19,
MZ14,JRS18,GS19b, GS19a, AB14, ARS19, Aks19, AP20b, Mik20, AP20d]|. We recall the rele-

vant definitions in Section 2.

Let ¥ be a tropical fan of dimension d, and let vy, be the canonical element in the Borel-
BM
Moore homology group ded(E).
Using the cap product —~, we get a natural map

c~ v HP(E) — Hy 4 ().

We say that a simplicial tropical fan X verifies the Poincaré duality if the above map is an
isomorphism for any bidegree (p,q). A tropical fan ¥ is called smooth if for any cone o € X,
the star fan X7 verifies the Poincaré duality. In this paper, the star fan X7 refers to the fan
in NR/NUJR induced by the cones 7 in X which contain ¢ as a face.

In [AP20b] we introduced the notion of shellability and class of shellable tropical fans. One
of the main theorems of [AP20b] is the following theorem.

Theorem 1.1. Smoothness is shellable. In particular, any shellable tropical fan is smooth.

1.3. Matroids and their Bergman fans. Central objects underlying our results in this pa-
per and [AP20b] are combinatorial structures called matroids. Discovered by Whitney [Whi35]
in his study on classification of graphs with the same cycle structure, and independently
by van der Waerden |[van37| and Nakasawa, matroids provide combinatorial axiomatization
of central notions of linear algebra. In this way, they lead to a common generalization of
other combinatorial structures such as graphs, simplicial complexes and hyperplane arrange-
ments. They appear naturally in diverse fields of mathematics, e.g., in combinatorics and
statistical physics [Tut65, MP67, GGWO06, SS14, Piq19], optimization theory [Sch03], topol-
ogy |[Mac91, GM92|, and algebraic geometry [Mné88, Laf03, BB03, BL18, Stu02]. In tropical
geometry, they are combinatorial structures underlying the idea of maximal degenerations of
algebraic varieties [Del97, KS06], and in this way give rise to a tropical notion of smoothness.
We refer to [Wil73, Kun86, Oxl11| for an introduction and a historical account of the theory
of matroids.
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To any matroid 9t over a ground set E one associates a fan Yoy called the Bergman fan of
M which lives in the real vector space R /R(1, ..., 1) and which is rational with respect to the
lattice ZF / Z(1,...,1). In the case the matroid is given by an arrangement of hyperplanes, the
Bergman fan can be identified with the tropicalization of the complement of the hyperplane
arrangement, for the coordinates given by the linear functions which define the hyperplane
arrangement [AK06].

The fan gy has the following description. First, recall that a flat of 91 is a set F’ of elements
of E which is closed with respect to the linear dependency, i.e., an element e € F which is
linearly dependent to F' already belongs to F'. A non-empty flat F' < E is called proper. The
Bergman fan gy consists of cones o.# in correspondence with flags of proper flats of M

ﬁ:F1§F2§-~-§Fk, kGNU{O}.

For such a flag .#, the corresponding cone o4 is the one generated by the characteristic vectors
ery, ..oy em of Fi, ... Fp in RE/R(1,...,1). In particular, the rays of Zgy are in bijection with
the proper flats F' of 9.

We call a Bergman support or a tropical linear space any subspace of a real vector space
which is isomorphic via a linear map of real vector spaces to the support of the Bergman fan
of a simple matroid. The terminology comes from [Ber71,Spe08|.

By a generalized Bergman fan we mean any fan which is supported on a Bergman support.
In particular, Bergman fan gy of a matroid 91 is an example of a generalized Bergman
fan. Moreover, with this terminology, any complete fan in a real vector space is a generalized
Bergman fan. Indeed, for each integer d, the real vector space R? is the support of the Bergman
fan of the uniform matroid Uy of rank d + 1 on ground set [d] := {0,1,...,d}. (In Uy every
subset of [d] is an independent set.) Thus, generalized Bergman fans generalize both complete
fans and Bergman fans of matroids. In addition, products of Bergman fans remain Bergman.

A unimodular generalized Bergman fan in a real vector space V' is a generalized Bergman
fans ¥ which is moreover rational with respect to a full rank sublattice IV of V' and unimodular
(smooth in the language of toric geometry). This means any cone ¢ in ¥ is simplicial, that

is generated by |ol, the dimension of o, rays. Moreover, denoting g1,..., 0|, the rays of o,
each ray p; is rational, and in addition, if ¢,, denotes the primitive vector of the ray o;, the
set of vectors ¢, ,...,¢, , is part of a basis of the lattice N. The product of two unimodular

generalized Bergman fans remains a unimodular generalized Bergman fan.
We proved in [AP20b] the following theorem.

Theorem 1.2. Unimodular Bergman fans are shellable. As a consequence they are smooth.

This shows that our notion of smoothness and the corresponding smooth tropical varieties
include the previous ones modeled by the supports of Bergman fans.

1.4. Chow rings of tropical fans. Let ¥ be a unimodular tropical fan in a vector space V'
and let N be the corresponding full rank lattice of V, so V = Ng := N @ R.

The Chow ring of ¥ denoted by A®(X) is defined as the quotient of the polynomial ring
Z[X, | 0 € X1], with generators X, associated to the rays p of ¥, by the ideal I1 + I defined
as follows:

e [ is the ideal generated by all monomials of the form | |
which do not form a cone in X; and
e [, is the ideal generated by the elements of the form

Z (m, e0)X,
€%y
for any m in the dual lattice M = N*,

oes Xo for any subset S < ¥4
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where ¢, denotes the primitive vector of p, and (-, ) is the duality pairing between M and

N.

This ring is known to be the Chow ring of the toric variety Py defined by X, cf. [Dan78,
BDP90, Bri96, FS97].

In the case ¥ = Ygy is the Bergman fan of a simple matroid 91, by the description of the
fan Yoy, it is easy to see that the ring A®(Xgn) coincides with the Chow ring A®(9) of the
matroid defined as follows.

To any flat F' of 9t one associates a variable Xp. The Chow ring A®(9M) is then a quotient
of the polynomial ring Z[Xp : F flat of 9] by the ideal Iyy generated by the polynomials

e XpXy for any two incomparable flats F' and H, i.e., with F'¢ H and H ¢ F;
® D XF— ZFaf Xp for any pair of elements e, f € E.

In the case the matroid 90 is given by an arrangement of hyperplanes, the Chow ring gets
identified with the Chow ring of the wonderful compactification of the complement of the
hyperplane arrangement [DP95, FY04]. We generalized this result to any tropical compactifi-
cations of the complement of the hyperplane arrangement in [AP20b].

1.5. Canonical compactifications. The canonical compactification of a simplicial fan ¥ in
a real vector space V' ~ R"™ is defined as the result of completing any cone of ¥ to a hypercube,
by adding some faces at infinity. This is defined more precisely as follows. The fan ¥ can be
used to define a partial compactification of V' which we denote by TPyx.. The space TPy; is the
tropical analog of the toric variety associated to . In fact, in the case the fan ¥ is rational
with respect to a full rank lattice IV in V, the tropical toric variety TPy coincides with the
tropicalization of the toric variety Py, associated to 3, see e.g. [Pay09, Thu07]. These partial
compactifications of V' coincide as well with the ones called manifolds with corners considered
in [AMS*10,0da8s].

The canonical compactification of ¥ denoted by ¥ is then defined as the closure of ¥ in the
tropical toric variety TPyx;. The space X has the following description as the cubical completion
of X2, see Section 2 for a more precise description. Any ray ¢ of 3 becomes a segment by adding
a point o0, at infinity to o. Any two dimensional cone ¢ with two rays p; and g2 becomes a
parallelogram with vertex set the origin, o0,,, 20,,, and a new point o0, associated to o. The
higher dimensional cones are completed similarly to parallelepipeds.

Canonical compactifications of fans serve as building blocks for the description and the
study of more general tropical varieties, as we will explain below.

1.6. Hodge isomorphism theorem and Poincaré duality. Let > be a unimodular smooth
tropical fan and let ¥ be the canonical compactification of ¥. The compactification ¥ is a
smooth tropical variety in the sense that it is locally modelled by unimodular smooth tropical
fans, see Section 1.8 below and Section 2 for a precise definition of smoothness built in [AP20b].

Denote by Hfr’gp(i) the tropical cohomology group of ¥ of bidegree (p,q) introduced by
Itenberg-Katzarkov-Mikhalkin-Zharkov in [IKMZ19]. We recall the definition of these groups
in Section 2. We proved in [AP20b]| the following general theorem which allows in particular,
when applied to the Bergman fan gy of a matroid 991, to reinterpret the results of Adiprasito-
Huh-Katz [AHK18]| as statements about the cohomology groups of a specific projective tropical

variety, the canonical compactification of the Bergman fan of the matroid.

Theorem 1.3 (Hodge isomorphism for unimodular smooth tropical fans [AP20b]). For any
unimodular smooth tropical fan ¥ of dimension d, and for any mon-negative integer p < d,
there is an isomorphism

AP() = HPP (7).

trop
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These isomorphisms induce an isomorphism of Z-algebras between the Chow ring of ¥ and the
tropical cohomology ring @;l:o Hfr’fp(i, Z). Furthermore, the cohomology groups Hﬁ’gp(i, 7)
for p # q are all trivial.

Saying it differently, the theorem states that the cycle class map from Chow groups to
tropical cohomology is an isomorphism, and in particular, the tropical cohomology groups of
> are generated by Hodge classes.

As a corollary of the above theorem, we obtain the following result [AP20b].
Theorem 1.4 (Poincaré duality). Let ¥ be a unimodular tropical fan of dimension d. There

is a canonical isomorphism deg: AYY) — Z called the degree map. With respect to this
isomorphism, the Chow ring of ¥ satisfies the Poincaré duality, in the sense that the pairing

AF(E) x ATF(R) — Ad(R) d;g>

(a,b) > deg(ab)

is non-degenerate.

For generalized Bergman fans, this can be obtained via the Hodge isomorphism theorem by
the Poincaré duality for matroidal tropical varieties, established by Jell-Shaw-Smacka [JSS19]
for rational coefficients and by Jell-Rau-Shaw [JRS18] for integral coefficients. In that case,
this was also independently proved by Gross-Shokrieh [GS19al, as well as by Ardila-Denham-
Huh [ADH20].

1.7. Kahler tropical fans and shellability. For a unimodular smooth tropical fan > of
dimension d and an element ¢ € A'(X), we say that the pair (3, £) verifies the Hard Lefschetz
property HL(X, £) if the following holds:

(Hard Lefschetz) for any non-negative integer k < g, the multiplication map by ¢4~2* induces
an isomorphism

AR(D) —=— AdR(R) a ——— (7% g,

We say the pair (X,¢) verifies Hodge-Riemann relations HR(X, £) if for any non-negative
integer k < g, the following holds:

(Hodge-Riemann relations) for any non-negative integer k < g, the symmetric bilinear form
AF(D) x AR ——— 7, (a,b) ——— (=1)*deg(¢=2% . 4 - b)

is positive definite on the primitive part P*(X) < A*(X), which by definition, is the kernel of
the multiplication by ¢4=2*1 from A¥(X) to AT-*+1(%).

A smooth unimodular tropical fan ¥ is called Kdhler if it is quasi-projective and moreover
for an ample element £ € AY(X), (X, ¢) verifies Hard Lefschetz and Hodge-Riemann relations.
Here / is called ample if £ can be represented in the form ) .y, f(e,)X, for a strictly convex
cone-wise linear function f on the fan X, see Section 2 for the definition of strict convexity. A
fan which admits such a function is called quasi-projective. (Note that the Bergman fan gy
of any matroid 9 is quasi-projective.)

In Section 3 we will show the following theorem.

Theorem 1.5 (Shellability of Kéhler property). To be Kdhler for quasi-projective unimodular
tropical fans is shellable.
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Theorem 1.4 generalizes Poincaré duality for matroids proved in [AHK18| to any smooth
tropical fan. As a consequence of the above theorem, we infer that Chow rings of shellable
quasi-projective unimodular tropical fans verify Hard Lefschetz theorem and Hodge-Riemann
relations, thus generalizing results of Adiprasito-Huh-Katz [AHK18| to any shellable quasi-
projective unimodular tropical fan.

Theorem 1.6 (Kéahler package for shellable fans). Let ¥ be a shellable quasi-projective uni-
modular tropical fan of dimension d. For any ample element £ € AN (X)), the pair (X,£) verifies
HL(X,¢) and HR(X,¢). That is 3 is Kdhler.

To prove the above theorem we proceed by induction by using the shellability meta lemma.
We use tropical modifications to produce a fan structure on the support of a shellable trop-
ical fan for which the theorem holds by the hypothesis of our induction. The main idea in
our approach which allows to proceed by induction, basically by starting from trivial cases
and deducing the theorem in full generality, are the ascent and descent properties proved in
Section 3. We then use the weak factorization theorem for quasi-projective fans and these
properties to get the theorem in its full generality.

We note that an alternate proof of the main result of [AHKI18] for the Chow ring of a
matroid based on semi-simple decomposition of the Chow ring has been obtained recently
by Braden-Huh-Matherne-Proudfoot-Wang [BHM™*20]. Moreover, in an independent work
parallel to ours, Ardila-Denham-Huh [ADH20| have used weak factorization theorem to get
the above theorem for any unimodular quasi-projective generalized Bergman fan. We note
that in the case of generalized Bergman fan, Adiprasito informed us that the above theorem
also follows from their theorem [AHK18| and McMullen’s observation refined by Fleming-
Karu [McM93, FK10], stating that a support preserving quasi-projective flip preserves both
Hodge-Riemann and Hard Lefschetz properties.

As a special case of our theorem, we thus get an alternate proof of all these results. To
make a comparison with the above mentioned results, our methods lead to arguably more
transparent proofs of these results, trivializing the proof of the existence of a tropical fan on
a given support which satisfies the Kéhler package. The properties established in the proof
of Theorem 1.6 are also throughly used in the rest of the paper. In particular, the ascent
and descent properties are the final piece of arguments we will need in the global setting to
conclude the proof of the main theorems of this paper for any Kahler tropical variety. The
possibility of having these nice properties is guaranteed by Keel’s lemma for fans in the local
setting, and by our projective bundle formula for tropical cohomology groups in the global
setting, cf. the discussion below and the corresponding sections for more details.

1.8. Smoothness in tropical geometry revisited. A tropical variety X is an extended
polyhedral space with a choice of an integral affine structure. A polyhedral complex struc-
ture on a tropical variety is a polyhedral complex structure which induces the integral affine
structure. We refer to Section 2 which provides the precise definitions of these terminologies.

A tropical variety is called smooth if it can be locally modeled by supports of smooth tropical

fans [AP20b].

The smoothness is meant to reflect in polyhedral geometry the idea of mazimal degeneracy
for varieties defined over non-Archimedean fields. We elaborate on this remark and connection
to the work of Deligne [Del97] in our future work.

Examples of smooth tropical varieties include smooth affine manifolds, canonical compact-
ifications of Bergman fans, and tropicalizations of Mumford curves [Jel18].

1.9. Hodge-Riemann and Hard Lefschetz for Kihler tropical varieties. In view of
Hodge isomorphism Theorem 1.3 and Kéhler package for shellable unimodular quasi-projective
tropical fans, Theorem 1.6, the results in Section 1.7 can be regarded as statements concerning
the tropical cohomology ring of the canonical compactifications 3 of shellable unimodular
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quasi-projective tropical fans. Moreover, one can show that when ¥ is quasi-projective, the
canonical compactification is projective [AP20al. One of our aim in this paper is to show that
all the results stated above hold more generally for the tropical cohomology groups of any
(compact) Kéhler tropical variety.

Let V = Ng be a vector space of dimension n and N a full rank sublattice in V. For a
fan A in V, we denote by TPa the corresponding tropical toric variety, which is a partial
compactification of V.

Let now % be a polyhedral subspace of V', and let Y be a unimodular polyhedral complex
structure on % with a quasi-projective unimodular recession fan Y., cf. Section 2 for the
definitions of these terminologies. Let X be the closure of % in TPy,.., equipped with the
induced polyhedral structure that we denote by X. Let £ be a strictly convex cone-wise linear

function on Y. We will show that ¢ defines an element w of Htl;;p(’]l‘IP’yrec,R), which lives

in Htlggp(T]P’yrec,Q) if ¢ has integral slopes. By restriction, this element gives an element in

H,}r’;p(.’{, Q) which, by an abuse of the notation, we still denote by w. Multiplication by w
defines a Lefschetz operator on H; v (X, Q) still denoted by w.

rop
We say % is Kdhler if it is smooth and the star fan X7 around each face o of % is Kéhler.

In this case, X is also Kéhler, that is the star fans of X are all Kéahler.
Here is the main theorem of this paper.

Theorem 1.7 (Kahler package for compact Kéahler tropical varieties). Notations as above and
working with Q coefficients, let X be Kdhler. Then we have
e (weight-monodromy conjecture) For any pair of non-negative integers p = q, we have
an isomorphism
¢: Hijop(X) = Hig, (%),
e (Hard Lefschetz) For p + q < d, the Lefschetz operator £ induces an isomorphism

P g (%) S Hi 8P (%),

trop trop
e (Hodge-Riemann) The pairing < 4P > induces a positive-definite symmetric bi-

linear form on the primitive part PP? of Hf;gp, where <,> denotes the pairing

Q, <a, b> —> (—1)P deg(a L b),

and ¢ is the isomorphism given in the first point.

HPI (%) ®Hd—Pad—‘Z(%) _ ., gdd (%) _ deg

trop trop trop

As a consequence of the above theorem we get the following theorem.

Theorem 1.8 (Kahler package for projective locally shellable tropical varieties). Any pro-
jective tropical variety which is locally shellable verifies the properties (weight-monodromy
conjecture), (Hard Lefschetz), and (Hodge-Riemann) listed above.

In particular, this holds for projective matroidal tropical varieties. The first part of the
theorem answers in positive a conjecture of Mikhalkin and Zharkov from [MZ14] where they
prove the isomorphism of H{;S (X) and HS (%) in the approzimable case when X is matroidal.
Recall that a projective tropical variety X is called approximable if it is the tropical limit of a

family of complex projective manifolds.

Various versions of weak Lefschetz and vanishing theorems for projective matroidal tropical
varieties were previously obtained by Adiprasito and Bjoner in [AB14]. Our work answers
several questions raised in their work for more general classes of tropical varieties, cf. [AB14,
Section 11], as well as [AB14, Section 9|, and the results presented in the next sections

We mention that an integral version of the weak Lefschetz theorem for hypersurfaces was
obtained recently by Arnal-Renaudineau-Shaw in [ARS19).
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1.10. Hodge index theorem for tropical surfaces. Our main theorem in the case of
smooth tropical surfaces implies the following tropical version of the Hodge index theorem.
Let X be a compact Kéhler tropical surface. In particular, we can take X a matroidal pro-
jective tropical surface. By Poincaré duality, we have Hi’gp(%) ~ @, and the cup-product on
cohomology leads to the pairing

< h > HLl (%) X Htlr’(}p(%) - Q?

: trop

which coincides with the intersection pairing on tropical homology group Hi 1(X%).

Theorem 1.9 (Hodge index theorem for tropical surfaces). The signature of the intersection
pairing on HN (X) is equal to (1 + bg, kYt — 1 — by) where by is the second Betti number of

trop
X and W' = dimg HL! (%).

trop

This theorem was previously known by explicit computations for an infinite family of sur-
faces in TP3, that of floor decomposed surfaces of varying degree d in TP, see [Shal3a]. In that
case, the second Betti number counts the number of interior points in the standard simplex
of width d, i.e., with vertices (0, 0,0), (d,0,0), (0,d,0), (0,0,d).

1.11. What follows next gives an overview of the materials we need to establish in order to
conclude the proof of Theorem 1.7. A sketch of our strategy appears in Section 1.19 and could
be consulted at this point ahead of going through the details of the next coming sections.

1.12. K&ahler tropical forms and classes. In this paper we introduce a notion of Kdhler
forms and their corresponding Kdhler classes in tropical geometry. Our definition is moti-
vated by the study of the tropical Steenbrink sequence and its Hodge-Lefschetz structure,
see below for a succinct presentation. A closely related notion of Kéhler classes in non-
Archimedean geometry has been introduced and studied in an unpublished work of Kontsevich-
Tschinkel [KT02] and in the work of Yu on non-Archimedean Gromov compactness [Yul§| (see
also [Boul9, BFJ15, BGS95, CLD12, GK17,Zha95| for related work).

Consider a smooth compact tropical variety X equipped with a unimodular polyhedral
complex structure X. The polyhedral structure is naturally stratified according to sedentarity
of its faces, which is a measure of how far and in which direction at infinity a point of X lies.
We denote by Xr the finite part of X consisting of all the faces which do not touch the part
at infinity, cf. Section 2 for the precise definition. A Kdhler form for X is the data of ample
classes £V in the Chow ring of the local fan around the vertex v, for each vertex v € X¢, such
that for each edge e = {u,v} of Xy, the restriction of the two classes ¥ and ¢* in the Chow
ring of the local fan around the edge e are equal.

We show in Theorem 6.6 that any Kéhler form defines a class in Htl;;p(.’{). We call any class
w induced by a Kéhler form coming from a unimodular triangulation a Kdhler class. A smooth
compact tropical variety is then called Kdhler if it admits a Kéahler class. In particular, our
definition of K&hler requires the variety to admit a unimodular triangulation. This definition
coincides with the definition of Kéahler tropical varieties given previously. That is as in the
classical setting, we prove the following theorem.

Theorem 1.10. A smooth projective tropical variety which admits a quasi-projective triangu-
lation, and has all star fans Kdhler, is Kdahler in the above sense.

We believe that all smooth projective tropical varieties admit quasi-projective triangulations,
and plan to come back to this question in a separate publication. In the next section, we
explain a weaker triangulation theorem we will prove in this paper which will be enough for
our purpose.
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1.13. Quasi-projective and unimodular triangulations of polyhedral spaces. Our
treatment of projective tropical varieties is based on the existence of what we call relatively
projective unimodular triangulations, or reqular unimodular triangulations, of rational polyhe-
dral spaces in R™. Regular triangulations are fundamental in the study of polytopes and their
applications across different fields in mathematics and computer science, cf. the book by De
Lorea-Rambau-Santos [DRS10] and the book by Gelfand-Kapranov-Zelvinsky [GKZ94], one
of the pioneers to the field of tropical geometry, for the definition and its relevance in algebraic
geometry.

Regularity for triangulations of a polytope is a notion of convexity, and as such, can be de-
fined for any polyhedral subspace of R™. Generalizing the pioneering result of Kemp-Knudson-
Mumford and Saint-Donat [KKMSO06] in the proof of the semistable reduction theorem, as
well as previous variants proved by Itenberg-Kazarkov-Mikhalkin-Zharkov in [IKMZ19] and
Wlodarczyk [W1097], we obtain the following theorem on the existence of unimodular quasi-
projective triangulations.

Theorem 1.11 (Triangulation theorem). Let X be a rational polyhedral complex in R™. There
exists a relatively projective triangulation of X which is quasi-projective and unimodular with
respect to the lattice %Z”, for some integer k € N.

We expect stronger versions of the theorem, as well as a theory of secondary structures on
relatively projective triangulations, and plan to come back to these questions in a future work.

1.14. Canonical compactifications of polyhedral spaces. Let ¢ be a polyhedral space
in V = Ngr. The asymptotic cone of % which we denote by % is defined as the pointwise
limit of the rescaled subsets X/t when ¢ goes to +o0. The term asymptotic cone is borrowed
from geometric group theory, originating from the pioneering work of Gromov [Gro81, Gro83],
and exceptionally refers here to non-necessarily convex cones.

Let # be a smooth polyhedral space in V = Ng. Let A be a unimodular fan structure on
the asymptotic cone of %;... Let X be the closure of # in TPa. The compactification X is
then smooth. We call it the canonical compactification of % with respect to A.

As in the theory of toric varieties, the tropical toric variety TIPA has a natural stratification
into tropical toric orbits. For each cone nn € A, we have in particular the corresponding tropical
toric subvariety denoted by TP} and defined as the closure of the torus orbit associated to 7.

For the canonical compactification X of & as above, we define for any n € A the closed
stratum D" of X as the intersection X N ’]NP’Z. With these definitions, we see that the com-
pactification boundary D := X\% is a simple normal crossing divisor in X, meaning that

e DY = X, where 0 is the zero cone in V consisting of the origin.
e D" are all smooth of dimension d — |7].

e We have
D= () D~

o<n
lol=1

1.15. Projective bundle formula. Notations as in the previous section, let § be a cone in
A, and denote by A’ the fan obtained by the barycentric star subdivision of A. Denote by
X’ the closure of % in TPA, and 7: X’ — X the projection map. The tropical variety X’ is
smooth again.

Let p be the new ray in A’ obtained after the star subdivision of 6 € A. Consider the
corresponding tropical divisor D'P < X'| i.e., the closed stratum in X’ associated to p.

The divisor D’? defines by the tropical cycle class map an element cl(D’?) of Htlr’;p(%’ ).
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For any smooth compact tropical variety %, and for each integer k, we define the k-th
cohomology of # by
HEY W)= >, HLL(W).

trop
ptrq=k
Theorem 1.12 (Projective bundle formula). We have an isomorphism
Hk(x/) ~ Hk(x) @ THk_2(_D6) @ T2Hk—4(D5) @ .. @ T‘5|—1Hk—2|5‘+2(D5)

Here the map from the right hand side to the left hand side restricts to 7* on H*(%) and
sends T to —cl(D'?). Tt is given on each factor T°H*~25(D°) by

TsHk—Qs (Dé) _ Hk (%/)

Ta — (=1)%(D?)*~1 U n* o Gys(a),
where 7* and Gys are the pull-back and Gysin maps for the tropical cohomology groups, with
respect to the projection 7: ¥’ — X and the inclusion D° < X, respectively.

The decomposition stated in the theorem provides for each pair of non-negative integers
(p,q), a decomposition of the form

HP,Q(:{/) ~ Hp#](:{) @ Tprl,qfl(D(S) e TZprZ,qf2(D6) DD T|6\71Hp7|6|+1,q7|6\+1(D(i)_

Remark 1.13 (Tropical Chern classes). The theorem describes the cohomology of the blow-up
X’ of X along the subvariety D’  X. Our proof actually provides more generally a projective
bundle theorem for the projective bundle associated to a vector bundle F on a smooth tropical
variety X. As in the classical setting, it allows to define Chern classes of vector bundles in
tropical geometry over smooth projective tropical varieties.

In the situation above, we get

TP 4 ¢ (Nps)T' = + e(Nps)T' =2 + -+ 4 ¢5/(Nps) = 0

where ¢; are the Chern classes of the normal bundle Nps in X.
Chern classes of matroids were previously defined and studied by Lopez de Medrano, Rincon,
and Shaw in [LRS20]. o

1.16. Tropical Steenbrink sequence. Let X be a smooth compact tropical variety and let
X be a unimodular polyhedral structure on X. Denote by X¢ the set of faces of X whose
closures do not intersect the boundary at infinity of X, i.e., the set of compact faces of Xj.

Inspired by the shape of the first page of the Steenbrink spectral sequence [Ste76|, we define
bigraded groups ST Cf’b with a collection of maps between them as follows.

For all pair of integers a, b € Z, we define

ab a,b,s
seti- @ s
s=|al
s=a (mod 2)
where 5
a,b,s a+b—s /¥
ST =@ H ().
6€Xf
l6l=s

Here X9 is the star fan of X around § (also called the transversal fan of & in the literature),
and ¥’ = ¥ is the canonical compactification of %°.

The bigraded groups S‘I’Lf’b come with a collection of maps
ia’b*: Sl—clt,b N Sl—clerl,b and Gysa’b: Sl—it,b N S-I-(ll+l’b.

Both these maps are defined by our sign convention introduced in Section 5 as an alternating
sum of the corresponding maps on the level of cohomology groups appearing in the definition
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of ST‘f’b’S above. In practice, we drop the indices and denote simply by i* and Gys the
corresponding maps.

Using these two maps, we define the differential d: ST‘ll’b — ST(llH’b as the sum d = i*+Gys.
For a unimodular triangulation X of X and for any integer b, we will show that the differential
d makes STI’b into a cochain complex.

For a cochain complex (C*,d), denote by H*(C*®,d) its a-th cohomology group, i.e.,
ker(d: € — cot)

HH{Cd) = Irn(d: ca-1 Ca) '

We prove the following comparison theorem.

Theorem 1.14 (Steenbrink-Tropical comparison theorem). The cohomology of (STI’b,d) is

described as follows. For b odd, all the terms Sch’b are zero, and the cohomology is vanishing.
For b even, let b= 2p for p e Z. Then for q € Z, we have a canonical isomorphism

HOP(STY™, d) ~ Hd (%),

In the approximable case, i.e., when X arises as the tropicalization of a family of com-
plex projective varieties, this theorem was proved by Itenberg-Katzarkov-Mikhalkin-Zharkov
in [IKMZ19]; see also the work of Gross-Siebert [GS10, GS06| for a similar statement for the
special case where X is an integral affine manifold with singularities.

Our proof is inspired by the one given in the approximable case [[KMZ19], as well as by
the use of the sheaf of logarithmic differentials on both Deligne’s construction of a mixed
Hodge structure on the cohomology of a smooth algebraic variety [Del71] and Steenbrink’s
construction of the limit mixed Hodge structure on the special fiber of a semistable degener-
ation [Ste76].

In order to prove the theorem in this generality, we will introduce and develop a certain
number of tools which we hope could be of independent interest and which will be used in our
forthcoming work.

As a first ingredient, we will use an analogous result in the tropical setting of the Deligne
resolution which gives a resolution of the coefficient groups F? with cohomology groups of

the canonically compactified fans . (The coefficient group F? is the discrete tropical analog
of the sheaf of holomorphic forms of degree p, and is used to define the tropical cohomology
groups HP4(X) for all non-negative integer ¢.) This was established in our work [AP20b].

In the approximable case for matroidal tropical varieties, this resolution is a consequence of
the Deligne spectral sequence in mixed Hodge theory as was observed in [IKMZ19]. The proof
we present in [AP20b] for the general setting is entirely within tropical geometry, and is based
on the hypercohomology of a complex of sheaves which provides a resolution of the sheaf of
tropical holomorphic forms of a given order. It uses Poincaré duality as well as our Hodge
isomorphism Theorem 1.3, which provides a description of the tropical cohomology groups of
the canonically compactified fans.

Inspired by the weight filtration on the sheaf of logarithmic differentials, we define a natural
filtration on the coefficient groups F?(-) that we call toric weight filtration, also somehow
explicitly present in [IKMZ19], and study the corresponding spectral sequence on the level
of tropical cohomology groups. The resolution of the coefficient groups given by the Deligne
exact sequence gives a double complex which allows to calculate the cohomology of the graded
cochain complex associated to the weight filtration.

We then show that the spectral sequence associated to the double complex corresponding
to the weight filtration which abuts to the tropical cohomology groups, abuts as well to the
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cohomology groups of the Steenbrink cochain complex. The proof of this latter fact is based
on an unfolding of the Steenbrink sequence into a double complex, which allows to define new
Steenbrink type spectral sequences on each degree, and on a spectral resolution lemma which
allows to make a bridge between spectral sequences.

While the treatment we give of these constructions might appear quite technical, we would
like to note that this should be merely regarded as a manifestation of the rich combinatorial
structure of the Steenbrink spectral sequence, and the geometric informations it contains. We
hope the effort made to make a surgery of this spectral sequence in this paper should paid off
in further applications and developments, some of them will appear in our forthcoming work.

1.17. Main theorem for triangulated tropical Kéhler varieties. In order to prove The-
orem 1.7, we first establish it for a unimodular triangulation of a smooth tropical variety
which admits a Kéahler form. The advantage of these triangulations is that we can use the
tropical Steenbrink spectral sequence in order to study the tropical cohomology groups. We
show that this spectral sequence can be endowed with a Hodge-Lefschetz structure, where the
monodromy operator is the analog of the one arising in the classical Steenbrink spectral se-
quence and the Lefschetz operator corresponds to multiplication with the Kéhler form. This
leads to the following theorem.

Theorem 1.15. Let X be a unimodular triangulation of a smooth tropical variety which admits
a Kiéhler form given by classes £V € H%'(v) for v vertices of the triangulation. Denote by £ the
corresponding Lefschetz operator and by N the corresponding monodromy operator. We have

e (Weight-monodromy conjecture) For ¢ > p two non-negative integers, we get an iso-
morphism
NP2 Hiyop (X) — Hipg, (X).
e (Hard Lefschetz) For p + q < d, the Lefschetz operator £ induces an isomorphism

_p— , d—q,d—
Ed P q: Hggp(X) - Htrog p(X)

e (Hodge-Riemann) For p+ ¢ < d and p < q, lhe pairing (—1)P( - (4"PINTP.) s
positive-definite on the primitive part P9P, where <,> 1s the natural pairing

(-,): H?(X)®@ HT%"P(X) — H*(X) ~ Q.

1.18. Hodge-Lefschetz structures. In order to prove the theorem of the previous section,
we show that STT"® and the tropical cohomology Hy, admit a Hodge-Lefschetz structure. To
define this, we need to introduce the monodromy and Lefschetz operators on ST7°.

The monodromy operator is of bidegree (2, —2) and it is defined in such a way to mimic the
one obtained from the Steenbrink spectral sequence if we had a semistable family of complex

varieties. So it is the data of maps N%?: Sl"ll’b — S.'I"lwﬂ’b*2 defined as

Na,b _ @ Na,b,s

s=|al
s=a mod 2

with
(L.1) ks _ iz STEH = STYFET25 i s > a4 2),

0 otherwise.
Moreover, it coincides with the monodromy operator on the level of Dolbeault cohomology
groups defined in [Liul9], via our Steenbrink-Tropical comparison Theorem 1.14 and the com-
parison theorem between Dolbeault and tropical cohomology groups proved in [JSS19].

The definition of the Lefschetz operator depends on the choice of the Kahler form ¢. Recall
that a Kéhler form is the data of ample classes £V at vertices v which are moreover compatible
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along edges. This guaranties the compatibility of restrictions to higher dimensional faces
giving an ample element ¢° € H2(§) = A(5) for all faces § € X.

The Lefschetz operator ¢%°: Sl"ll’b — ST'f’bJrQ is then defined as the sum

éa,b _ @ea,b,s: @ S-I—lll,b,s - @ S—I—tlz,b+2,s

s=|al s=|al
s=a (mod 2) s=a (mod 2)

where £¢%% is the sum of the contributions of local ample elements

Ea,b,s _ @Eé: @ Ha+b—s((5) N @ Ha+b+2—s(5)'

56Xf 5€Xf
16]=s 16]=s

In practice, the indices are dropped and this is denoted simply by ¢.
The Monodromy and Lefschetz operators N and £ verify the following properties
e [(,N]=0,[(,i*] =[¢,Gys] =0, and [N, i*] = [N, Gys] = 0.
e for a pair of integers a, b with a + b > d, the map

—a— b 2d—2a—b
(470 — o fo...0f: STP® — STP2472¢
—
(d—a—D) times
is an isomorphism.

e for a pair of integers a,b with a < 0, the map

N *=NoNo---oN: ST‘ll’b—>ST1_a’b+2a
[N —
(—a) times
is an isomorphism.

These properties show that the tropical Steenbrink spectral sequence with the two operators
¢ and N form a Hodge-Lefschetz structure. Moreover, we show that local polarizations allow
to define a polarization on ST} leading to a polarized Hodge-Lefschetz structure. From
this, we deduce that the cohomology of the tropical Steenbrink spectral sequence admits a
polarized Hodge-Lefschetz structure. Using this, and combining the corresponding primitive
decomposition with the comparison Theorem 1.14, we can finish the proof of Theorem 1.15.

Differential Hodge-Lefschetz structures are treated in Saito’s work about Hodge mod-
ules [Sai88|, in the paper by Guillén and Navarro Aznar on invariant cycle theorem [GN90|
and in the upcoming book by Sabbah and Schnell [SS20] on mixed Hodge modules. We should
however note that the tropical set-up is slightly different, in particular, the differential oper-
ator appearing in our setting is skew-symmetric with respect to the polarization. The proof
we give of these results is elementary and does not make any recourse to representation the-
ory, although it might be possible to recast in the language of representation theory the final
combinatorial calculations we need to elaborate.

We refer to Sections 6 and 7 for more details.

1.19. Proof of Theorem 1.7. Having explained all the needed ingredients, we now explain
how the proof of the main theorem can be deduced. Starting with the projective tropical
variety X, and the quasi-projective unimodular fan structure A induced on X,.. by the com-
pactification we proceed as follows. The choice of the convex piecewise function £ on A gives
an element ¢ € H%!(X). Using the ascent and descent properties, that we extend naturally
from the local situation to the global setting using the projective bundle theorem, we show
that it will be enough to treat the case where X admits a quasi-projective unimodular trian-
gulation X compatible with A. In this case, we show that the class £ € HY1(X) is Kihler,
and so we can apply Theorem 1.15 to conclude.
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1.20. Organization of the paper. The paper is organized as follows. In the next section, we
provide the relevant background on tropical varieties, introduce canonical compactifications,
and recall the definition of cohomology groups associated to them. This section introduces as
well the corresponding terminology in polyhedral geometry we will be using all through the
paper.

In Section 3 we present the proof of the shellability of Hard Lefschetz and Hodge-Riemann
properties, thus proving Theorem 1.6. These local results are the basis for all the materials
which will appear in the upcoming sections. Moreover, the ascent and descent properties used
in the proof of local Hodge-Riemann relations will be again crucial in our proof of the global
Hodge-Riemann relations.

Section 4, which is somehow independent of the rest of the paper, is devoted to the proof
of our triangulation theorem, cf. Theorem 1.11. The results are crucial in that they allow to
introduce a tropical analog to the Steenbrink spectral sequence, which will be the basis for all
the results which come thereby after.

In Section 5 we study the tropical Steenbrink spectral sequence, introduce the weight fil-
tration on tropical coefficient groups F?, and prove the tropical Deligne resolution theorem as
well as the comparison theorem between Steenbrink sequence and tropical cohomology groups,
cf. Theorem 1.14. For the ease of reading, few computational points of this section are treated
separately in Appendix.

Kahler tropical varieties are introduced in Section 6. For a unimodular triangulation of a
smooth tropical varieties which admits a Kéhler form, the corresponding tropical Steenbrink
spectral sequence can be endowed with a Hodge-Lefschetz structure, where the monodromy
operator is the analog of the one arising in the classical Steenbrink spectral sequence and the
Lefschetz operator corresponds to multiplication with the Kéhler class. Using an adaptation
of the theory of Hodge-Lefschetz structure to the tropical setting, Sections 6 and 7 are devoted
to the proof of the Kéahler package for triangulated tropical varieties, cf. Theorem 1.15. The
fact that the Hodge-Lefchetz structure will be inherited in the cohomology in the tropical
setting is treated in Section 7.

The last two sections are then devoted to the proof of Theorem 1.7. In Section 8, we present
the proof of the projective bundle theorem, cf. Theorem 1.12. Section 9 then finishes the proof
of the main theorem using the materials developed in the previous sections, ascent-descent
property, projective bundle theorem and Theorem 1.15.

The results presented in Appendix show that a certain triple complex constructed in Sec-
tion 5 provides a spectral resolution of the tropical spectral sequence, associated to the weight
filtration on the tropical complex. Due to the calculatory nature of the content of this section,
and necessity of introducing extra notations, we have decided to include it only as an appendix.
It is also written somehow independently of the rest of the paper. This means we reproduce
some of the materials from the paper there, and in few places, we adapt a terminology slightly
different from the one used in the main body. We have found this more adapted both in terms
of rigour and compactness to the purpose of this appendix which requires through case by
case computations. Every time this change of terminology happens, we make a comment of
comparison to the one used in the previous sections.

2. TROPICAL VARIETIES

The aim of this section is to provide the necessary background on polyhedral spaces and
tropical varieties. It contains a brief review of polyhedral geometry, tropical and Dolbeault
cohomology, as well as a study of canonical compactifications of polyhedral spaces, which will
be all used in the consequent sections. This will be also the occasion to fix the terminology
and notations which will be used all through the text.
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2.1. Recollection in polyhedral geometry. A (closed convex) polyhedron of a real vector
space V ~ R" is a non-empty intersection of a finite number of affine half-spaces. All through
this paper, a polyhedron means a strongly convexr one in the sense that we require it does not
contain any affine line.

Let P be a polyhedron. The affine tangent space of P denoted by T, P is by definition the
smallest affine subspace of R™ which contains P; it is precisely the set of all linear combinations
of elements of P whose coefficients sum up to one. The linear tangent space, or simply tangent
space, of P denoted by TP is the linear subspace of R"™ spanned by the differences x — y for
any pair of elements z,y of P.

The dimension of P is denoted by |P|, which is by definition that of its tangent space. A
face of P is either P or any nom-empty intersection P n H for any affine hyperplane H such
that P < H' where H" is one of the two half-spaces delimited by H. Note that a face of a
polyhedron P is itself a polyhedron. We use the notation v < § for two polyhedra if ~ is a
face of 9. If moreover 7 is of codimension one in 9, i.e., || = |J| — 1, then we write v < J. A
face of dimension zero is called a vertexr of P. A face of dimension one is called an edge. The
interior of a polyhedron P refers to the relative interior of P in its affine tangent space, which
is by definition the complement in P of all the proper faces of P.

A cone is a polyhedron with a unique vertex which is the origin of R”. (By our assumption,
we only consider strongly convex cones, which means that the cone does not include any line.)
A compact polyhedron is called a polytope; equivalently, a polytope is a polyhedron which is
the convex-hull of a finite number of points.

Suppose now that the vector space V' ~ R™ comes with a full rank lattice N ~ Z". A
polyhedron P in V is called rational if the half-spaces used to define P can be defined in
Ng ~ Q". We denote by Np the full-rank lattice N n T(P) in T(P).

A polyhedron is called integral with respect to N if it is rational and all its vertices are in
N. In the sequel, we simply omit to mention the underlying lattice N if this is clear from the
context.

The Minkowski sum of two polyhedra P and @ in V is defined by

P+Q: :{x+y|xeP,yeQ}.

By Minkowski-Weyl theorem, every polyhedron P can be written as the Minkowski sum
Q + o of a polytope @ and a cone o. Moreover, one can choose () to be the convex-hull of
the vertices of P and the cone o is uniquely characterized by the property that for any point
x € P, o is the maximal cone verifying x + 0 € P. We denote this cone by P.

It follows that for any polyhedron P, one can choose points vy, ..., v; and vectors ui,...,u;
in V such that

l
P = conv(vg,...,vx) + Z R, u;.
i=1

Here and in the whole article, R, denotes the space of non-negative real numbers.
A polyhedron P is called simplicial if we can choose the points v; and the vectors u; in

the above decomposition so that the collection of vectors (vi — vg, ..., v, — vo, U1, ..., u;) be

independent. In this case, there is a unique choice for points vy, ..., vg, which will be the

vertices of P. (And the vectors uq,...,u; are in bijection with the rays of P,..) We define
Pr := conv(vy, ..., v),

and we have P = Pr + P,... Furthermore, any point z € P can be decomposed in a unique
way as the sum x = xf + Z, of a point xf € Pr and a point X, € Prec-

A simplicial polyhedron P is called unimodular with respect to the lattice N in V if it is
integral with respect to N and moreover, the points v; and the vectors u; can be chosen in N
so that (v1 — v, ...,V — Vo, u1,...,u;) is part of a basis of N (or equivalently, if they form a
basis of the lattice Np = N n T(P)).
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A polyhedral complex in a real vector space V' ~ R™ is a finite non-empty set X of polyhedra
in R™ called faces of X such that for any pair of faces §,6 € X

(i) any face of § belongs to X, and
(#) the intersection 6 N ¢’ is either empty or is a common face of § and §'.

A finite collection of polyhedra X which only verifies the first condition (7) is called a polyhedral
pseudo-complex.

If P is a polyhedron, the set of faces of P form a polyhedral complex which we denote by
face(P). A polyhedral complex which has a unique vertex is called a “fan” if the unique vertex
is the origin of V. In this case, all the faces of the complex are cones. The finite part of X
denoted by Xy is the set of all compact faces of X, which is itself again a polyhedral complex.
The support of X denoted by ’X ‘ is the union of the faces of X in V. A polyhedral complex
whose support is the entire vector space V' is said to be complete.

A polyhedral complex is called simplicial, rational, integral, or unimodular (with respect to
the lattice V), if all faces of X are simplicial, rational, integral, or unimodular (with respect
to V), respectively.

Let X and Y be two polyhedral complexes in a real vector space V. We say that Y is a
subdivision of X if X and Y have the same support, and each face of Y is included in a face
of X. We say that Y is a triangulation of X if in addition Y is simplicial. We say that Y is a
subcomplex of X or that X contains Y if Y € X. In particular, the support of X contains that
of Y. We say that X contains a subdivision of Y if there exists a subdivision Z of Y which
is a subcomplex of X. The same terminology will be used for polyhedral pseudo-complexes.

Let S be a subset of a real vector space V' ~ R". The set of affine linear functions on S is
defined as the restrictions to S of affine linear functions on V' and is denoted by £(.S). For a

polyhedral complex, we simplify the notation and write £(X) instead of E(‘X ‘)

Let f: ’X ‘ — R be a continuous function. We say that f is piecewise linear on X if on each
face § of X, the restriction f|s of f to 4 is affine linear. The set of piecewise linear functions
on X is denoted by LP™(X). (LP™ reads linéaire par morceauz.)

A function f e LP™(X) is called convez, resp. strictly convez, if for each face § of X, there
exists an affine linear function ¢ € £(V') such that f — ¢ vanishes on § and is non-negative,

resp. strictly positive, on U\J for an open neighborhood U of the relative interior of ¢ in ‘X ‘

We denote by K(X), resp. , K4 (X), the set of convex, resp. strictly convex, functions in
LP™(X). A polyhedral complex X is called quasi-projective if the set K (X) is non-empty.
We will treat this notion of convexity in more detail in Section 4.3.

2.2. Canonical compactifications of fans. Let T = R u {00} be the extended real line
with the topology induced by that of R and a basis of open neighborhoods of infinity given
by intervals (a, ] for a € R. Extending the addition of R to T in a natural way, by setting
w0+ a = oo for all a € T, gives T the structure of a topological monoid. We call (T, +) the
monoid of tropical numbers and denote by T, = R4 u {0} the submonoid of non-negative
tropical numbers with the induced topology.

Both monoids admit a natural scalar multiplication by non-negative real numbers (setting
0- o = 0). Moreover, the multiplication by any factor is continuous. As such, T and T, can
be seen as module over the semiring R, . Recall that modules of semirings are quite similar
to classical modules over rings, except that such modules are commutative monoids instead of
being abelian groups. Another important collection of examples of topological modules over
R, are the cones.

We can consider the tensor product of two modules over R,. In this section, every tensor
product will be over R, , thus we will sometimes omit to mention it.

All through, N will be a free Z-module of finite rank and M = N* denotes the dual of
N. We denote by Ng and Mg the corresponding real vectors spaces, so we have Mg = Ng.
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For a polyhedron 0 in Ng, we use both the notations Nsg or Té, depending on the context,
to denote the linear tangent space to § which is the real vector subspace of Ng generated by
differences x — y for pairs of elements z,y in §. Furthermore, we define the normal vector
space of § denoted N]g by N9 := Ng / Nsr. If the polyhedron § is rational, then we naturally
get lattices of full rank N? and Nj in Nﬂ‘é and Nsg, respectively.

By convention, all through this article, we most of the time use d (or any other face) as a
superscript to denote the quotient of some space by TJ, or to denote elements related to this
quotient. On the contrary, we use § as a subscript for subspaces of T§ or elements associated
to these subspaces.

For a fan ¥ in Nk, we denote by X the set of k-dimensional cones of ¥; elements of X1 are
called rays. In the case the fan is rational, for any ray ¢ € ¥, we denote by ¢, the generator
of o N.

For any cone o, denote by 0¥ < Mg the dual cone defined by

oV = {meMRMm,a}?O for all aea}.

The canonical compactification & of a cone o, called as well the extended cone of o, is

defined by
o :=0 ®R+ T+.
The topology on & is the natural one, i.e., the finest one such that the projections
(cxT ) — &
(Tiy ai)i<isk = 2% @ ay,

for k € N, are continuous. The space @ is a compact topological space, whose restriction to o
coincides with the usual topology.

Remark 2.1. One can also define & in the following way. If we work in the category of
R -modules whose morphisms are morphisms of R, -modules. Then, by duality, we have

o = HomR+(Uv7T+).

The advantage of this definition is that the link with the compactifications of toric varieties
is more direct (cf. below). However, the description of the topology and of the general shape
of 7 is easier with the first definition. o

There is a distinguished point o0, in & defined by z ® oo for any x in the relative interior of
0. The definition does not depend on the chosen x. Note that for the cone 0, we have ooy = 0.

For an inclusion of cones 7 < o, we get a map 7 € &. This inclusion identifies 7 as the
topological closure of 7 in &.

Let ¥ be a rational fan in Ng. The canonical compactification ¥ is defined as the union of
extended cones @ for any cone o € ¥ where we identify 7 with the corresponding subspace of
@ for any inclusion of cones 7 < o in 3. The topology of ¥ is the induced quotient topology.
Each extended cone & naturally embeds as a subspace of X.

The canonical compactification ¥ of ¥ naturally lives in a partial compactification of Ng
defined by ¥ that we denote by TPy. We define TPy as follows. For any cone ¢ in X,
we consider the space & = homg, (0¥, T). The topology is defined in a way similar than
for . We have a natural inclusion of @ into &. Notice that homg, (¢¥,R) ~ Ng. We set

N g = 05 + Ng c 0. Clearly NSR = Ng. Moreover, from the fact that for any z € ¢ and
any A € R, oo, + A\x = o0, we can see the map

NR*’NOC;R, Z > 2+ 04

as a projection along 0 ® R ~ N, g. Indeed, one can prove that N:Z,R ~ Ng.
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Then, ¢ is naturally stratified into a disjoint union of subspaces N7 p, each isomorphic to
Ng, for 7 running over faces of 0. Because of this isomorphism, we might sometimes omit the
00, when it is clear from the context that we are considering the stratum at infinity. Moreover,
the inclusions 7 € & for pairs of elements 7 < ¢ in ¥ allow to glue these spaces and define the
space TPyx.

The partial compactification TPsx; of Ny is naturally stratified as the disjoint union of
NZ,R ~ Ng for o € .

For a rational fan X, we have TPy, = Trop(Pyx) the extended tropicalization of the toric
variety Py. In other words, TPy, can be viewed as the tropical toric variety associated to the
fan X. In particular, the tropical projective space TP" coincides with TPy, for 3 the standard
fan of the projective space P". We refer to [AP20b, BGJK20, Kajo8, Pay09, Thu07| for more
details.

The canonical compactification ¥ of ¥ admits a natural stratification into cones and fans
that we describe now. Moreover, this stratification can be enriched into an extended polyhedral
structure |[AP20al, see Section 2.3 for more details.

Consider a cone o € ¥ and a face 7 of 0. Let C7 := 00, 4+ 0 € &. From this description, one
sees that C7 is isomorphic to the projection of the cone ¢ in the linear space N, r / N:r —
N7 g. We denote by C°; the relative interior of C7.

One can show that the canonical compactification 3 is a disjoint union of (open) cones C°7,
for pairs 7 < o of elements of X.

For a fixed cone 7 € ¥, the collection of cones C7 for elements o € ¥ with 7 < ¢ form a fan
with origin oo, that we denote by X7 < NJ . Note that with this terminology, for the cone

0 of ¥ we have X2 = 3.
The fan 37 is canonically isomorphic to the star fan of 7 in ¥ denoted by X7 and defined
by

r :z{WT(U)‘a>TisaconeinE},

where 7.: Ng — Np. Note that our use of the star fan is consistent with the one used
in [AHK18| and differs from the usual terminology, e.g., in [Kar04, BBFKO02| where this is
called transversal fan.

If there is no risk of confusion, we sometimes drop oo and write X7 when referring to the
fan ¥7 based at co-.

For any pair (7,0) with 7 < o, the closure C, of C7 in ¥ is the union of all the cones C°7,
with 7 < 7/ < ¢/ < 0. The closure of X7 is indeed canonically isomorphic to the canonical
compactification of X7 < Np.

The stratification of ¥ by cones CT and their closures is called the conical stratification of
3. Note that there is a second stratification of ¥ into fans X7 for 7 € %.

By definition, from the inclusion of spaces @ < &, we get an embedding 3 € TPs. Since
the strata X7 of ¥ lives in N7 , this embedding is compatible with the stratification of both

spaces. In particular, 3 is the compactification of the fan ¥ in the tropical toric variety TPsy.

2.3. Extended polyhedral structures. We now describe an enrichment of the category of
polyhedral complexes and polyhedral spaces into extended polyhedral complexes and extended
polyhedral spaces by replacing the ambient spaces V ~ R™ with T", or more generally, with
a partial compactification TP, for the fan face(o) associated to a cone o in V, as described
in the previous section. For more details we refer to [JSS19, MZ14,IKMZ19].

Let n be a natural number and let © = (z1,...,2,) be a point of T". The sedentarity of x
denoted by sed(z) is the set J of all integers j € [n] with 2; = c0. The space T" is stratified
into subspaces R’} for J < [n] where R’} consists of all points of  of sedentarity J. Note that
R% ~ R,
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More generally, let o be a cone in V. By an abuse of the notation, we denote by ¢ the fan in
V' which consists of o and all its faces. By the construction described in the previous section,
o provides a partial compactification TP, of V', where we get a bijection between strata V|
of TP, and faces 7 of the cone o. In the context of the previous section, the stratum V| was
denoted N7 5.

Generaliiing the definition of the sedentarity, for any point x € TP, which lies in the
stratum V7, with 7 < o, the sedentarity of x is by definition sed(z) := 7. For o the positive
quadrant in R™, these definitions coincide with the ones in the preceding paragraph, as we get
TP, = T™ and the subfaces of o can be identified with the subsets [n].

An extended polyhedron § in TP, is by definition the topological closure in TP, of any
polyhedron included in a strata VT for some 7 < 0. A face of ¢ is the topological closure of a
face of § N V¢ for some ¢ < 0. An extended polyhedral complex in TP, is a finite collection X
of extended polyhedra in TP, such that the two following properties are verified.

e For any ¢ € X, any face v of § is also an element of X.
e For pair of elements § and ', the intersection § N ¢’ is either empty or a common face

of § and ¢’.
The support of the extended polyhedral complex ‘X ‘ is by definition the union of § € X.

The space X = ’X ’ is then called an extended polyhedral subspace of TP,, and X is called an
extended polyhedral structure on X.

We now use extended polyhedral subspaces of partial compactifications of vector spaces of
the form TP, as local charts to define more general extended polyhedral spaces.

Let n and m be two natural numbers, and let V; ~ R"™ and V5 ~ R™ be two vector spaces
with two cones o1 and o9 in V; and Vs, respectively. Let ¢: Vi — V5 be an affine map between
the two spaces and denote by A be the linear part of ¢. Let I be the set of rays o < o1 such
that Ap lives inside o9. Let 77 be the cone of o7 which is generated by the rays in I. The
affine map ¢ can be then extended to a map | Je<o, Vfw — TP,, denoted by ¢ by an abuse

[q=ty
of the notation. We call the extension an extended affine map. More generally, for an open
subset U < TP,,, a map ¢: U — TP, is called an extended affine map if it is the restriction
to U of an extended affine map ¢: TP,, — TP,, as above. (The definition thus requires that

U is a subset of | <o, Vf:m.) In the case V7 and V5 come with sublattices of full ranks, the
¢emr

extended affine map is called integral if the underlying map ¢ is integral, i.e., if the linear part
A is integral with respect to the two lattices.

An extended polyhedral space is a Hausdorff topological space X with a finite atlas of charts
(gbi: W, - U; < %1> ~for I a finite set such that

el
o {W;|iel} form an open covering of X;
e X, is an extended polyhedral subspace of TP,, for a finite dimensional real vector space
V; ~ R™ and a cone o; in V;, and Uj; is an open subset of X;; and
e ¢; are homeomorphisms between W; and U; such that for any pair of indices ¢, 5 € I,
the transition map

¢jo gt ¢i(Wi 0 Wy) — TPy,
is an extended affine map.

The extended polyhedral space is called integral if the transition maps are all integral with
respect to the lattices Z™ in R™:.

Let X be an extended polyhedral space with an atlas of charts (gf): W, - U; < f{l> ,
1€

as above. A face structure on X is the choice of an extended polyhedral complex X; with
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’Xi = X; for each ¢ and a finite number of closed sets 61,...,0y, for N € N, called facets
which cover X such that the following two properties are verified.

o Each facet 6; is contained in some chart W; for i € I such that ¢;(6;) is the intersection
of the open set U; with a face 7;; of the polyhedral complex X;.
e For any subset J < [N], any j € J, and any chart W; which contains 6;, the image by
¢; of the intersection ﬂje ;0 in U; is the intersection of U; with a face of n;;.
A face of the face structure is the preimage by ¢; of a face of n;; for any j € [IN] and for any
i € I such that 6; = W;. Each face is contained in a chart W; and the sedentarity of a face ¢
in the chart W; is defined as the sedentarity of any point in the relative interior of ¢;(d) seen

in X;.
Proposition 2.2. Let ¥ be a fan in Ng. The canonical compactification ¥ naturally admits
the structure of an extended polyhedral space, and a face structure given by the closure C’Z mn

3 of the cone C7 in the conical stratification of ¥, for pairs of cones T < o in 3. The extended
polyhedral structure is integral if > is a rational fan.

Proof. This is proved in [AP20a]. O

Note that the sedentarity of the face 62 of the conical stratification of ¥ is the set of rays
of 7.

2.4. Recession fan and canonical compactification of polyhedral complexes. Let X
be a polyhedral complex in a real vector space Ng ~ R™. The recession pseudo-fan of X
denoted by X, is the set of cones {de. | 0 € X}. In fact the collection of cones 0, do
not necessary form a fan, as depicted in the following example; we will however see later in
Section 4 how to find a subdivision of X whose recession pseudo-fan becomes a fan. In such
a case, we will call X,.. the recession fan of X. Recession fans are studied in [BS11].

Example 2.3. Let V = R? and denote by (e1, €2, e3) the standard basis of R3. Define
o1 =Rie; +Ries R3,
o2 =Rye; +Ry(e; +e2) R3,
X = face(o1) v face (e3 + 02) .
Note that X,.. contains the cones o1 and o9 whose intersection is not a face of oy. o
Let X be a polyhedral complex in Ng ~ R"™ whose recession pseudo-fan X, is a fan.

Let TPy, be the corresponding tropical toric variety. The canonical compactification of X
denoted by X is by definition the closure of X in TPx_ .

We now describe a natural stratification of X. Let o € X,.., and consider the corresponding
stratum N7 p of TP,. Define X7 to be the intersection of X with N - g that without risk of
confusion, we simply denote X by dropping o. Note that X® = X, which is the open part
of the compactification X.

Let D = X\X be the boundary at infinity of the canonical compactification of X. For each
non-zero cone o in X, we denote by D? the closure of X? in X.

Theorem 2.4 (Tropical orbit-stratum correspondence). Notations as above, let X be a poly-
hedral complex in Ng ~ R™. We have the following.
(1) For each cone o € X,e., the corresponding strata X° is a polyhedral complex in N;R.
(2) The pseudo-recession fan (X7). of X7 is a fan which coincides with the fan (Xie)?
in N7 g in the stratification of the canonical compactification X,ec of the fan Xiec.
(3) The closure D? of X% coincides with the canonical compactification of X in N7 g,
i.e., D7 = XO.
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(4) If X has pure dimension d, then each stratum X as well as their closures D have
pure dimension d — |o|.
In particular, the canonical compactification X is an extended polyhedral structure with a face
structure induced from that of X.

Proof. The theorem is proved in [AP20a). O

2.5. Tropical homology and cohomology groups. We recall the definition of tropical
cohomology groups and refer to [[KMZ19,JSS19, MZ14, GS19b]| for more details.

Let X be an extended polyhedral space with a face structure. We start by recalling the
definition of the multi-tangent and multi-cotangent spaces Fj,(d) and F?(¢), respectively, for
the face § of X. This leads to the definition of a chain, resp. cochain, complex which calculates
the tropical homology, resp. cohomology, groups of X.

For a face § of X and for any non-negative integer p, the p-th multi-tangent and the p-th
multicotangent space of X at 6 denoted by F,(d) and FP(J) are defined by

Fp(9) = Z NTn, and  FP(6) = Fp(6)".
n>9
sed(n)=sed(d)

For an inclusion of faces v < 6 in X, we get maps is.~: Fp(6) — Fy(v) and i7_;: FP(y) —
F?(0).

For a pair of non-negative integers p, ¢, define

Cpq(X) = @ Fp,(0)
\%Iei(q

and consider the cellular chain complex, defined by using maps is. as above,

trop atrop
Cpe: cee T p,q+1(X) e p7q(X) — p7q—1(X) —

The tropical homology of X is defined by
H'OP(X) := Hy(Cha).

Similarly, we have a cochain complex

cP* . N Cp,qfl(X) ﬁ) Cp,q(X> agri) Cp,qul(X) ..

where
CPI(X) :== @ FP(6).

deX
[6l=q

The tropical cohomology of X is defined by
HPI (X)) := HI(CP*).

trop
In the case X comes with a rational structure, one can define tropical homology and co-
homology groups with integer coefficients. In this case, for each face §, the tangent space T¢
has a lattice Ns. One defines then

F,(6,2)= >, NN, and  FP(5,Z) = Fy(5,2)".
n>0
sed(n)=sed(d)
Similarly, we get complexes with Z-coefficients CZ, and C%'*, and define

HIOP(X,Z) := Hy(CL,) HPO (X, 7) = HY(CH*).

trop

Similarly, working with the cochain CL® with compact support, one can define tropical
cohomology groups with compact support. We denote them by HZI (X, A) with coefficients

trop,c



HODGE THEORY FOR TROPICAL VARIETIES 23

A =7,Q, or R. If the coefficient field is not specified, it means we are working with real
coefficients. We define as well the homology groups H;}; (X, A) the tropical analogue of the
Borel-Moore homology.

2.6. Dolbeault cohomology and comparison theorem. In this section we briefly recall
the formalism of superforms and their corresponding Dolbeault cohomology on extended poly-
hedral complexes. The main references here are [JSS19,JRS18], see also [Lagl2, CLD12, GK17].

Let V ~ R™ be a real vector space and denote by V* its dual. We denote by AP the sheaf
of differential forms of degree p on V. Note that the sheaf AP is a module over the sheaf of
rings of smooth functions C*. The sheaf of (super)forms of bidegree (p,q) denoted by AP is
defined as the tensor product AP ®c» A9. Choosing a basis 0z, ..., 0z, of V, we choose two
copies of the dual vector space V* with the dual basis d'zq,...,d 'z, for the first copy and
d"zq,...,d"z, for the second. In the tensor product AP ®.A? the first basis is used to describe
the forms in AP and the second basis for the forms in A%. So for an open set U < V, a section
o € AP is uniquely described in the form

o= 2 o, ,dzr A d"zy
I,J<(n]
[T1=p,|J|=q
for smooth functions ay ; € C*(U). Here for a subset I = {i1,...,4} < [n] with i1 < iy <
-++ < 1y, we denote by d’z; and d”z; the elements of the two copies of /\EV* defined by

doey=dazy, A A d’ajie and d"zp=d"xiy Ao A d”a:ie,

respectively. Moreover, for subsets I,.J < [n], dx; A d"z; is the element of N'V* ®@ ATV*
given by d’z; ® d”"z;. The usual rules of the wedge product apply. In particular, for any
e ),

d”:cj Ad'z;=—d'z; A d”xj.

Observing that A7 ~ AP Qg A'V* and APY ~ N'V* ® A7, the collection of bigraded
sheaves AP come with differential operators d’: AP? — AP+1:4 and d”: AP? — AP+ defined
by d’ = d, ® id and d” = id ® d, where for non-negative integer ¢, d,: A* — A*! is the
differentiation of smooth /-forms. More explicitly, the differential map d” is defined by its
restriction to open sets U < V

APUU) — APITHT)

and sends a (p, ¢)-form o = 3, ; o, ; d'wy A d"2 5 to

n
d"a = Z Z Ozpt, ; d"wg nd'wp A d"ey = (—l)pZ Z Oy, ; d'xp A (A" A d ).
I,J =1 I,Je=1

The operator d’ has a similar expression.

Consider now a fan Y in V', and let TPy be the corresponding partial compactification of
V. We define the sheaf of bigraded (p, q)-forms AP? on TPy, as follows. For each pair of cones
T < o of ¥, we have a natural projection m,~,: V] — V7. This projection induces a map
i o APUVT) — APY(VT). Let U < TPy be an open set. A section a € AP4(U) is the data
of the collection of (p, ¢)-forms a” € AP4(U N V.7), where U n V7 is viewed as an open subset
of the real vector space V7 ~ V' / To, so that the following compatibility at infinity is verified
among these sections. For each pair of cones 7 < ¢ in X, there exists a neighborhood U’ of
U n V7 in U such that the restriction of o to U’ is given by the pullback 7%, (a") |-

The differential operators d’ and d” naturally extend to TPy, and define operators

d: AP — APTLe gpnd 47 APY — APat]

for any pair of non-negative integers (p, q).
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Let now X be a closed polyhedral complex in TPy, and denote ¢: X «— TPy the inclusion.
The sheaf of (p, g)-forms AY? is defined as a quotient of the restriction L*A%gz of the sheaf
of (p,q)-forms on TPy to X modulo those sections which vanish on the tangent space of X.
Thus for an open set U in X, a section « € Agéq(U ) is locally around each point z given by
a section a, € AP1(U,) for an open subset U, < TPy with U, n X < U, and two sections
a and B in ARY(X) are equivalent if for any point z living in a face o of X, the difference
a(x) — B(x) vanishes on any (p, ¢)-multivector in N'To ® NTo.

The definition above can be extended to any extended polyhedral complex.

The two differential operators d’ and d” naturally extend to TPx,, and we get d": AR? —

Ag;rl’q and d”: ARY — ./éll)’(lq+1 for any pair of non-negative integers (p, q).
The above definition only depends on the support of X and not on the chosen polyhedral

structure on this support. As a consequence, if X is any polyhedral space, the sheaf A&’q is

well-defined.
The Dolbeault cohomology group HEY(X) of bidegree (p,q) is by definition the g-th coho-

mology group of the cochain complex
,® ,0 ,1 ,q—1 , ,q+1
(AR (X),d"):  AR(X) = AR (X) — - = AR (X) - ARY(X) — ARITH(X) — -

Similarly, we define Dolbeault cohomology groups with compact support Hg’gl o(X) as the
g-th cohomology group of the cochain complex

(ARS(X),d"): ARD(X) - AR (X) — -
where A&?C(X ) is the space of (p, q)-forms whose support forms a compact subset of X.

Denote by Q% the kernel of the map d”: Agéo — Agél. We call this the sheaf of holomorphic
p-forms on X. By Poincaré lemma for superforms, proved in [Jell6, JSS19|, the complex
(AP*,d”) provides an acyclic resolution of the sheaf QX . We thus get the isomorphism

Hpg(X) =~ HY(X, %),
and similarly,

H]g’gl,c(X) ~ HI(X,0%).
Moreover, we have the following comparison theorem from [JSS19].

Theorem 2.5 (Comparison theorem). For any extended polyhedral complex X, we have

HES,(X) = HEg (X)), and  HES, (X) = HEG (X).

2.7. Tropical fans, smoothness and shellability. We recall the definition of tropical fans
and refer to [AP20b] for their basic properties. More results related to algebraic and com-
plex geometry can be found in [Mik06, ?Mik07, 7AR10, 7GKM09, 7KM09, ?Katz12, ?Bab14, BH17,
?Gro18| and [MS15, ?MRO9, ?BIMS].

A tropical fan ¥ is a rational fan of pure dimension d, for a natural number d € Z(, which
verifies the balancing condition: namely, for any cone 7 of dimension d — 1 in X, we require

Z ¢o/r =0€NT.

o>T
Here ¢, /; is the primitive vector of the ray p,/, corresponding to o in Ng.

Let X be a tropical fan of dimension d. The Borel-Moore homology group H;I;(E) contains
a canonical element vy, the analogue of the fundamental cycle in the tropical setting. Using
the cap product —~, we get a natural map

BM

s HPA(S) — Hy g o(5).

We say that a simplicial tropical fan X verifies the Poincaré duality if the above map is an
isomorphism for any bidegree (p,q). A tropical fan ¥ is called smooth if for any cone o € X,
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the star fan 3¢ verifies the Poincaré duality. In this paper, the star fan ¥ refers to the fan
in Np / Ny r induced by the cones 1 in X which contain o as a face.

We have the following list of properties of the category of smooth tropical fans.

(1) Smoothness only depends on the support of the tropical fan.

(2) Smoothness is a local condition, namely that, a tropical fan is smooth if it is smooth
around each of its points.

(3) The category of smooth tropical fans is closed under products. In fact, we have the
following stronger property: Let 31,39 be two tropical fans and set ¥ = Y1 x o
(which is again a tropical fan). Then ¥ is smooth if and only if ¥; and Y9 are both
smooth.

(4) Any complete rational fan, i.e., a fan with support equal to Ng, is tropically smooth.

(5) Bergman fans of matroids are tropically smooth in the above sense.

(6) The category of smooth tropical fans is stable under tropical modifications along
smooth divisors.

We refer to [AP20b] for more details.

In order to show the category of smooth tropical fans is large, we introduce in [AP20b] a
tropical notion of shellability. This is based on two types of operations on tropical fans, that
of star subdivision and tropical modification. A tropical fan is called shellable if it can be
obtained from a collection of basic tropical fans by only using these two operations. We refer
to [AP20b] for the formal definition and basic properties.

We prove the following result in [AP20b].

Theorem 2.6. Any shellable tropical fan is smooth.

2.8. Tropical cycles and divisors. Let V = Ng ~ R™ be a real vector space of dimension n
with a full rank lattice V. Let Y be a rational polyhedral complex of pure dimension d in V.
For each facet o of Y, suppose we are given a weight which is an integer w(o). Let C' := (Y, w)
be the weighted polyhedral complex Y with the weight function on its facets w. The weighted
polyhedral complex C'is called a tropical cycle if the following balancing condition is verified:

V7 €Y of dimension d — 1, Z w(o)es)/r =0€ N,

o>T

The following is a direct consequence of the definition of a tropical fan given in the previous
section.

Proposition 2.7. The tropical fan X with weights equal to one on facets is a tropical cycle.

A tropical regular function f on a tropical cycle C is a piecewise affine function with integral
slopes which is the restriction to C of a concave function on R™. In other words, it is a function
of the form

f= r?eip{@i, >+ Bi}

for a finite index set I and o; € Z", 5; € Q.

Any tropical regular function induces a subdivision of the tropical cycle C. On each face
§ of C, the new polyhedral structure consists of set of the form {z € § | f(z) = g(z)} where
g is an affine linear function such that g(x) > f(z) for every x. Keeping the same weight on
facets, this leads to a new tropical cycle that we denote by C7 and note that C' and C; have
the same support and same weight function.

Given a tropical regular function f on C', we can consider the graph I'; of f in V xR ~ R+,
with the polyhedral structure obtained by that of the subdivided C7. The graph I'; is not
necessary a tropical cycle in V' x R anymore, as it might have unbalanced codimension one
faces. In this case, we can add new faces to I'y to obtain a tropical cycle. For this, consider
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a codimension one face ¢ of C'; which turns to be unbalanced in the graph I'y. Consider the
polyhedron Es defined by

Es := {(:c,t)|x€5andt>f(:c)}cV><R.

Define C as the union of T' 7 with the polyhedra Es and there faces, one polyhedron for each
unbalanced codimension one face d of I'y. Note that for each such face d, the primitive vector
eg;/s is the one given by the last vector ¢, in the standard basis of V' x R ~ R+

One verifies there is a unique integer weight w(Ej) which we can associate to new faces Ej
in order to make C a tropical cycle in V' x R. The new tropical cycle in V x R is called tropical
modification of C' along dive(f), where dive(f) is the union of the § in C} of codimension
one which happens to be unbalanced when seen in I';.

2.9. Tropical smoothness of the support. An extended polyhedral complex X is said to
have a tropically smooth, or simply smooth, support if its support ‘X ‘ is locally isomorphic to

a product T¢ x ’Z‘ for a non-negative integer a and a smooth tropical fan 3.

We prove in [AP20b] that the canonical compactification of any unimodular smooth tropical
fan is smooth. In fact, we have the following more general result.

Theorem 2.8. Let X be a rational polyhedral complex in Nr with smooth support. Suppose
that the recession fan X, s unimodular. Then the canonical compactification X of X has
smooth support. Moreover, if the polyhedral structure on X is unimodular, then the induced
extended polyhedral structure on X, given in Theorem 2./, is unimodular as well.

3. LocAL HODGE-RIEMANN AND HARD LEFSCHETZ

The aim of this section is to study the local situation and to prove Theorem 1.6.

The results in this section are valid for integral, rational, or real Chow rings of smooth
tropical fans when they are definable. Since our primary objective in this paper is to establish
global versions of these results, and we do not have tried to control the torsion part of the
tropical cohomology for more general tropical varieties, to simplify the presentation, we will
only consider the case of rational fans and we suppose the coefficient ring K be either Q or R.

3.1. Basic definitions and results. In this section, we review some basic results concerning
Hodge theory of finite dimensional algebras.

Let A* = @®,_, A" be a graded vector space of finite dimension over K such that the graded
pieces of negative degree are all trivial.

Definition 3.1 (Poincaré duality). We say that A® verifies

- weak Poincaré duality for an integer d denoted by WPDd(A') if for any integer k, we
have the equality dimg A* = dimyg A%~F.
Let ®: A®* x A* — K be a symmetric bilinear form on A®. We say that the pair (A°®, ®) verifies

- Poincaré duality for an integer d that we denote by PDd(A‘, ®) if @ is non-degenerate
and for any integer k, A* is orthogonal to A for all [ # d — k. o

Let A® be a graded K-vector space of finite dimension as above, let d be a positive integer,
and let @ be a symmetric bilinear form on the truncation @, _d AF such that A* and A7 are
=2

orthogonal for distinct pair of non-negative integers 7, j < §.

Definition 3.2 (Hard Lefschetz). Notations as above, we say that the pair (A°, Q) verifies
- Hard Lefschetz property denoted HL(A®, Q) if A® verifies WPD?(A*) and Q is non-

degenerate. o
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In the sequel, for any k < d/2, we denote by @Qj the restriction of Q to A,

Definition 3.3 (Hodge-Riemann). We say the pair (A®, @Q)) verifies
- Hodge-Riemann relations HRY(A*, Q) if A* verifies WPD?(A*) and moreover, for each
non-negative integer k < %l, the signature of @) is given by the sum

k
D (1) (dim(A%) — dim(A™1)). o
=0
Remark 3.4. As we will show in Proposition 3.5 below, the above definitions are in fact
equivalent to the ones given in the introduction. o

3.1.1. Bilinear form associated to a degree map. Assume that A® is a unitary graded K-algebra
with unit 14 and suppose A% = K - 14.. Moreover, suppose that we are given a linear form
deg: A% — K called the degree map which we extend to the entire algebra A® by declaring
it to be zero on each graded piece A* for k # d. In this way, we get a bilinear form on A®
denoted by ®4e; and defined by

Pheg: A* x A* — K,
(a,b) +— deg(ab).

3.1.2. Lefschetz operator and its associated bilinear form. Notations as in the preceding para-
graph, let now L: A®* — A®**! be a morphism of degree one which sends any element a of A®
to the element La € A*T!. Let ® be a symmetric bilinear form on A®. For example, if we
have a degree map on A®, we can take ® = ®geq.

We define a bilinear form @), ¢ on A® by setting
Vae A¥ be A, Qral(a,b) := ®(a, L72*b)

for all pairs of integers k,j < d/2. We furthermore require A7 and A* to be orthogonal
for j # k. In the case ® = ®qeq, we will have Qr ¢(a,b) = deg(a - L¥2¥b) and this latter
requirement will be automatic.

Assuming that L is auto-adjoint with respect to Qr ¢, i.e., ®(a,Lb) = ®(La,b) for all
a,be A®, we get a symmetric bilinear form @ = Q1. on A°.

If L is given by multiplication by an element ¢ € A' and ® = D yeg, we write £ instead of
L for the corresponding map, and write (), for the corresponding bilinear form, which is then
automatically symmetric: in fact, we have

Qe(a,b) = deg(@d*%ab)

for any pair of elements a,b € A*. In this case, we write HLY(A®, ¢) and HR?(A®, /) instead
of HLd(A',QM) deg) and HR4(A®*, Qr,0,,, ), respectively. If there is no risk of confusion, we
furthermore omit the mention of the top dimension d in the above notations. Moreover, we
sometimes use deg instead of ®qee in order to simplify the notation.

3.1.3. Primitive parts induced by a Lefschetz operator. For a Lefschetz operator L: A® —
A**! as in the preceding section, and for a non-negative integer k < %, the primitive part of
AR with respect to L denoted by AF ;, is by definition the kernel of the map

prim,

L’I‘—2k+1 . Ak Ak—r+1‘

If L is given by an element £ € A', we denoted by A’;rim! the primitive part of A* with
respect to £.

If there is no risk of confusion, and L or £ are understood from the context, we simply drop
them and write A® . for the primitive part of A

prim
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3.1.4. Basic implications and consequences. For future use, we state here basic results around
these notions and some of their consequences.

We start by the following proposition which gathers several useful implications and relations
between the properties introduced above.

We use the notations of the preceding paragraph. We suppose the Lefschetz operator L is
auto-adjoint with respect to ® so that the corresponding bilinear form becomes symmetric.

Proposition 3.5. Notations as above, the following properties are verified.

(3.1) HR?Y(A®, L, ®) — HL%(A®, L, ®) — PD?(A®, &) — WPD(4°*).
(32) d( Ae
HLd(A.vL’ (I)) R b (A ’(I)> (Zl’,j;lk k d—k - . .
Vk<d/2, L AP — A is an isomorphism.

(3.3)

d/ pe
HRY(A*,L,®) — {WPD (4%)

Vk < d/2, the restriction (—1)*Qr o 1s positive definite.

A’Srim
(3.4) For S: A* — A® an automorphism of degree 0,
PD(A®,®) «— PD(A*, 0 8),
HL(A®,Q) < HL(A*,Qo S),
HR(A®,Q) «— HR(A*,Q0S).
(3.5) For two graded K-algebras A® and B*®, we have
WPD(A*) and WPD(B®) <= WPD(A®) and WPD(A* ® B*),
PD(A*, ®4) and PD(B®, ®5) <= PD(A®, ®4) and PD(A* ® B*, &, @ &5),
HL(A®*,Q4) and HL(B*,Qp) <= HL(A*,Q4) and HL(A* ® B*, Q. ® Q3),
HR(A*,Q4) and HR(B®*,Qp) <= HR(A*,Q4) and HR(A* ® B*, Q4 ® QB).
(3.6) For two graded K-algebras A® and B*, we have
WPD(A®) and WPD(B*) — WPD(A* ® B*),
PD(A®, ®4) and PD(B*, &5) — PD(A* ® B*, &4 ® ®p),
HL(A*,Q4) and HL(B*,Qp) — HL(A®* ® B*,QA @ UB),
HR(A*,Q4) and HR(B*,Qp) = HR(A* ® B*,QA ® UB).
(3.7) For two graded K-algebras A® and B*®
Dheg , ® Paeg,, = Pdeg, @degyr and
QLA,‘PA S QLB:(I)B = QLA®LB:CI)A@CI’B’
(3.8) For two graded K-algebras A® and B®, we have
HR(A®*, L4, ®4) and HR(B®,Lp,®p) = HR(A*® B*, L4 ®id+id® L, P4 ® Pp).

Most of these statements are routine. We only give the proof of the first three and the very
last statements.

Proof of (3.1). The last implication is trivial. If HLY(A®, L, ®) holds, then the bilinear form
Q = Qr,o is non-degenerate. This implies that for each non-negative integer k < d/2, the
map L% is injective on A*. By WPDd(A°), this implies that L?2* induces an isomorphism
between A* and A%~ and so, as A7 and A* are orthogonal for distinct pair of integers j and
k, by our requirement, this implies that ® is non-degenerate and so we have PDd(A’, D).

It remains to prove the first implication. We prove by induction on k that () is non-
degenerate. The case k£ = 0 is immediate by the assumption on the signature and the fact
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that A = K- 14+. Assume this holds for kK — 1 and k < d/2. Since L is auto-adjoint, we have
for any a,be AF 1,

Qk—l(aa b) = Qk’(Lav Lb)
which implies that L: A*~1 — A* is injective, and Qy, restricted to L(A*~1) is non-degenerate
and has signature that of Q;_1. Since the difference between the signature of Q)i and that of
Qi—1 is (=1)*(dim(AF) — dim(4* 1)) = (—1)*(dim(A*) — dim(LA*"1)), it follows that Qy is
non-degenerate. ]

Proof of (3.2). The implication = follows from the proof of (3.1). The reverse implication is
a consequence of our requirement that A7 and A* are orthogonal for @ if j and k are distinct,
which combined with the non-degeneracy of ® and the isomorphism between A¥ and A%
induced by L%2¥ implies that Qj is non-degenerate. O

Proof of (3.3). Let Q = Qr.¢. By (3.1), HRY(A®, L, ®) implies HLY(A®, L, ®). By Proposi-
tion 3.6 below this leads to an orthogonal decomposition

k
Ak = @ Lk_lA;)rim = A];)rim S LAk_l
1=0
where the restriction of Qi to LA*~! coincides with that of Qi_; on A*~1. Proceeding by
induction and using HR%(A*, L, ®) which gives the signature of Qj, we get the implication =.

It remains to prove the reverse implication <. We proceed by induction and show that
the bilinear form Q) is non-degenerate, that L% 2¢: AF — A9=% is an isomorphism, and
that we have an orthogonal decomposition A* = Agrim@LAk_l. This shows that L is
an isometry with respect to QQp_1 and Q)i on the source and target, respectively, and the
result on signature follows by the positivity of (—1)*Qy, on the primitive part combined with
dim Agrim = dim(A¥) — dim(A*~1).

The case k = 0 comes from the assumption on the positivity of Qg, since A® = Agrim, which
implies L%: A® — A? is injective, and the property WPD?(A®). Suppose the property holds
for k — 1 and that k& < d/2. By the assumption of our induction, L: A¥~! — A* is injective,
and in addition, it preserves the bilinear forms Q1 and Q. Moreover, Af)rim is orthogonal
to LA*~1. We now explain why an element a € A* which is orthogonal to LA*~! is in the
primitive part A* . : for such an element, and for an element b € A¥~1, we have

prim*
Qila, Lb) = ®(a, L2k +1p) = o(L-2F g, b) = 0.

Since Qj_1 is non-degenerate, using WPD?, we infer the bilinear form ® restricted to A%—F+1 x

AF=1 is non-degenerate. This implies that L9=2k*1q is zero and so a € A];rim.

We thus get the orthogonal decomposition A% = A’;rim @ LA, We infer that Qy is

non-degenerate, and using VVPDd(A‘)7 we get the isomorphism L42F: Ak — Ad—F ]
Proof of (3.8). By (3.1) and Proposition 3.6, we can decompose each graded piece A* and B
for k < da/2 and | < dp/2 into the orthogonal sum

prim prim

k l
Ak‘ _ @Lqu—zAz Bl _ @Ll’;ZBZ
1=0 1=0

such that Q41 and @) ; are definite on AF . and B’

prim rim respectively. Taking an orthonormal

basis of the primitive parts A’;rim and Bérim, and making a shift in the degree of graded
pieces, by Proposition 3.5, we can reduce to verifying the statement in the case where A® =
K[x]/x"*! and B* = K[v]/v**!, for two non-negative integers r and s, and Ly and Lp
are multiplications by X and Y, respectively. The proof in this case can be obtained either
by using Hodge-Riemann property for the projective complex variety CP" x CP?, or by the
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direct argument given in [BBFKO02, Proposition 5.7|, or still by the combinatorial argument
given in [McD11, Lemma 2.2] and [AHK18, Lemma 7.8| based on the use of Gessel-Viennot-
Lindstrém lemma [GV85, Lin73|. O

Proposition 3.6 (Lefschetz decomposition). Assume that HLY(A®, L, ®) holds. Then for
k< %, we have the orthogonal decomposition

prim»

k
Ak _ @Lk—zAz
=0

prim

where, for each i € {0,...,k}, the map LF7%: A’

prim s an isomorphism which

preserves respective bilinear forms (Q; on A® and Q, on AF).

Proof. First, we observe that for ¢ < k, the map LF=* induces an isomorphism between'A"
and its image L*7*A% in A*¥. This follows from the fact previously stated that for a,be A7,

Qj(a, b) = Qj+1 (La, Lb)

which implies that L: A7 — A7+1 is injective provided that j + 1 < d/2. Note that Apyin, is
orthogonal to LAF1 Indeed for a € Aprim and b e AF=1 we have

®(a, LK Lb) = ®(LT2F1q, b) = 0.

Moreover, an element a € A¥ orthogonal to LA*~1 is necessarily in the primitive part, cf. the
proof of (3.3). We thus get the orthogonal decomposition

AR = Ak @ AR

prim
Proceeding by induction on k, this leads to the orthogonal decomposition

k
Ak _ Ak @LAk—l _ @Lk—zAz 0

prim prim*
1=0

The following proposition is straightforward.

Proposition 3.7. The properties HR and HL are open conditions in Q (and so in ® and L).
The property PD is open in ®. Moreover, HR is a closed condition in Q when restricted to

the space {Q ’ HLd(A', Q)} consisting of those QQ which verify HL.

3.2. Chow rings of fans. For a simplicial fan ¥ of dimension d in a real vector space V', we
denote by A®(X) its Chow ring with K coefficients. It is defined as follows.

For each ray p € ¥4, pick a vector ¢, which generates po. If ¥ is a rational fan with respect
to a lattice, a natural choice for the generating vector is the primitive vector in the lattice
which generates the ray.

Consider the polynomial ring K[X,]eex, with indeterminate variables X, associated to rays
0 in 3. The Chow ring A*(X) is by definition the quotient ring

A*(2) = K[Xglees, /(I + I2)
where

e [; is the ideal generated by the products X, Xy, . ..X,, for any positive integer k& and
rays g1, ..., 0k which do not form a cone in X;

e [, is the ideal generated by the homogeneous polynomials of degree one of the form
Yoes, f(e0)Xp where f € V* is a linear form on the vector space V, and f(o) is the
evaluation of f at the generator ¢, of p.

Note that since the ideal I} + I is homogeneous, the Chow ring inherits a graded ring

structure. Moreover, the definition is well-posed even in the case of non-rational fans, in
which case K = R, as any two different choices of generating vectors for the rays lead to an
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isomorphism of the quotient rings. (This isomorphism sends the generator X, in the Chow ring
defined with respect to the first generator set to ¢,X, in the second, for a constant ¢, € R-¢.)

For each ray g of ¥, we denote by x, the image of X, in A1(X).
Any cone-wise linear function f on ¥ gives an element of A'(X) defined as

D7 fleg)z,.

€3

In fact, all elements of A'(X) are of this form, and A!(3) can be identified with the space of
cone-wise linear functions on ¥ modulo linear functions.

In the case the fan X is rational and unimodular with respect to a lattice N in V, one can
define Chow rings with integral coefficients by choosing e, to be the primitive vector of p, for
each ray g, and by requiring f in the definition of Is to be integral. In this case, we have the
following characterization of the Chow ring, cf. [Dan78, BDP90, Bri96, FS97|.

Theorem 3.8. Let X be a unimodular fan, and denote by Px: the corresponding toric variety.
The Chow ring A*(X) is isomorphic to the Chow ring of Pyx.

In the sequel, unless otherwise stated, we will be only considering tropical fans, which are
thus fans verifying the balancing condition.

3.3. Shellable supports are smooth. We recall the following result from [AP20b].

Theorem 3.9. A shellable tropical fan X is smooth. Moreover, ¥ is connected in codimension
one.

3.4. The canonical element and the degree map. The following proposition allows to
define a degree map for the Chow ring of a smooth tropical fan. It is proved in [AP20b].

Proposition 3.10. Let ¥ be a smooth unimodular tropical fan of dimension d. For each cone
o € Xy, the element

[] 20 4%%)

o<o
lol=1

does not depend on the choice of o.

We call this element the canonical element of A%(¥) and denote it by ws.

We recall the following consequence of the localization lemma from [AP20b].

Proposition 3.11. Let ¥ be a simplicial fan. Then, for each k € {0,...,d}, A¥(X) is gener-
ated by square-free monomials.

Corollary 3.12. Let X be a smooth unimodular tropical fan. Then we have wy, # 0 and A%(X)
is generated by wy.

Proof. This follows from the fact that A%(X) is generated by square-free monomials associated
to top-dimensional cones, which by Poincaré duality A°(X) ~ A4(X)* and Proposition 3.10
ensures the non-vanishing of wy. g

Let deg: A%(X) — K be the linear map which takes value 1 on the canonical element. This
degree map and the corresponding bilinear map ®q¢, is systematically used below, so we use
our convention and omit the mention of ® and deg in HL and HR.
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3.5. Chow rings of products. Let ¥ and ¥’ be two fans.
We have the following proposition for the Chow ring of the product fan whose proof is given
in [AP20b].

Proposition 3.13. Let ¥ and X' be two fans. There exists a natural isomorphism of rings
A x Y~ A*(D)® A°(Y).
Moreover, under this isomorphism, one has

Wy = Wy @ wsy,
degy sy = degy @ degsy .

3.6. Restriction and Gysin maps. For a pair of cones 7 < ¢ in X, we define the restriction
and Gysin maps i¥__ and Gys between the Chow rings of X7 and 3.

T<O0 a>T

The restriction map
it A*(XT) — A®%(X9)

T<0 *

is a graded K-algebra homomorphism given on generating sets

i*_ : AYZT) - AL(%9)

T<0 *
by
Ty if 0 + pis a cone ¢ > o,
Vp ray in ZT, ij<o‘(wp) = _ZQEE({ f(eQ)xQ if peo
0 otherwise,

where in the second equality, f is any linear function on N7, viewed naturally in N*, which
takes value 1 on ¢, and value zero on all the other rays of o, and the sum is over all the rays
o of ¥, Note that any two such choices of f and f’ differ by a linear function on N9, and so
the element >} cyir f(e,)z, in AY(¥7) does not depend on the choice of f.

Remark 3.14. For a pair of cones 7 < o as above, we get an inclusion of canonical com-
pactifications i: &° < % . The map i*_,: A¥(X7) — A¥(X7) coincides with the restriction
map

. kk =T kk =0

i I{tlrop(E ) - I_I‘crop(E )
via the isomorphism between the Chow and tropical cohomology groups given in Theorem 1.3.

o
The Gysin map is the K-linear morphism
Gys,eypt A*(S7) —> AH7IITI(5T)
defined as follows. Let = |o| — |7|, and denote by p1, ..., p, the rays of o which are not in 7.

Consider the K-linear map
K[Xplpesg — K[Xq]gext
defined by multiplication by X, X,, ...X,.. Obviously, it sends an element of the ideal I3 in

the source to an element of the ideal I in the target. Moreover, any linear function on N?
defines a linear function on N7 via the projection

N™ = N/N, — N’ = N/N,.

This shows that the elements of I1 in the source are sent to elements of I1 in the target as
well. Passing to the quotient, we get a K-linear map

Gysg>7.: Ak(EU) _)Ak+|a|—|7\(27')‘
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Remark 3.15. For a pair of cones 7 < ¢ as above, from the inclusion of canonical compacti-
. =Y -7 . .
fications i: 3~ < X', we get a restriction map

ok d—lol—k,d—lol—k /=T d—l|ol—k,d—lol—k /=0
1 Htrop (2 ) Htrop (2 )

which by Poincaré duality on both sides, gives the Gysin map
Gys . Hk,k (EU) N Hk-&-lcrl—\’r\,k-&-lal—\'r\(ir)
o>T * *

trop trop
This map coincides with the Gysin map between Chow groups defined in the preceding para-
graph, via the isomorphism of Chow and tropical cohomology given in Theorem 1.3. o

The following proposition gathers some basic properties of the restriction and Gysin maps.

Proposition 3.16. Let 7 < o be a pair of faces, and let x € A*(X7) and y € A*(X7). Denote
by po/r the unique ray associated to o in X7, and by x4/, the associated element of ALNZT).
The following properties hold.

(3.9) i,
(3.10) GySysr © Iy p(®) = Tg/r - .

(3.11) GySgor(if<o(®) - y) = 7 Gysysr(y).

Moreover, if deg,: A%™1(X7) - K and deg, : A4171(27) — K are the corresponding degrees
maps, then

(3.12) deg, = deg, oGys

Finally, Gys

s a surjective ring homomorphism.

T>T"

and if_ . are dual in the sense that

ag>T o

(313) degT(x ’ Gyso‘~>7’(y)) = dega( i:<~0'(x) ’ y)

Proof. In order to simplify the presentation, we drop the indices of Gys and i*. Proper-

ties (3.9) and (3.10) follow directly from the definitions. From Equation (3.10), we can deduce

Equation (3.11) by the following calculation. Let § be a preimage of y by i*. Then,
Gys(i*(z) - y) = Gys(i*(z - §)) = @g/y - - J = - Gys o I*(§) = - Gys(y).

For Equation (3.12), let n be a maximal cone of 37. Let 7] be the corresponding cone containing

Po/r in 7. The cone 7] is maximal in ¥7. We have the respective corresponding generators

zy € ATT(E7) and z, € A4717/(29). By definition of the degree maps, deg, (z5) = deg, (zy).
Using the definition of Gys, we get that x5 = Gys(z;). Thus, we can conclude that
deg, = deg, oGys.
Finally, we get Equation (3.13):
deg, (z - Gys(y)) = deg, (Gys(i*(z) - y)) = deg, (i*(z) - ). O

3.7. Primitive parts of the Chow ring. Let > be a smooth tropical fan of dimension
d. For an element ¢ € A'(X) and any non-negative integer number k < g, the primitive
part A* . (2) of A*(X) is the kernel of the Lefschetz operator given by multiplication with

prim,¢

ed72k+1
Ed_Qk—H S Ak(Z) _ Ad_k+1(2).
Let Q be the bilinear form defined on A*, for k < %, by
Va,be AK(X),  Q(a,b) = deg(¢T*ab).
Note that by Propositions 3.5 and 3.6, we have the following properties.
e HL(3, /) is equivalent to the following: For each k < %, the map

gd72k'_: Ak(z) _)Adfk(z)

is an isomorphism.
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e HR(X, /) is equivalent to the following: The bilinear form (—1)*Q(-,-) restricted to
the primitive part Apmm( ) is positive definite.

e Assume that HL(X, ¢) holds. Then for k < %, we have the Lefschetz decomposition
@Ek Z"4pr1m

3.8. Hodge-Riemann for star fans of rays implies Hard Lefschetz. Let / € A(X). We
assume that ¢ has a representative in A'(X) with strictly positive coefficients, i.e.,

= Z CoTp

€1
for scalars ¢, > 0 in K. For each g € X1, define £2 = i§_,(¢) € A(%2).
The following is well-known, see e.g. [dICMO05] or [AHK18, Proposition 7.15|.

Proposition 3.17. If HR(X?, ¢2) holds for all rays o € X1, then we have HL(3, ¢).

Proof. Let k < % be a non-negative integer where d denotes the dimension of . We need to
prove that the bilinear form @y defined by

Va,be AK(X),  Qu(a,b) = deg(¢?*ab)

is non-degenerate. By Poincaré duality for A®(X), Theorem 1.4, this is equivalent to showing
the multiplication map

(2 AF(R) — ATR(E)
is injective. Let a € A¥(X) such that £472¥ . ¢ = 0. We have to show that a = 0.

There is nothing to prove if k = d/2, so assume 2k < d. For each ¢ € ¥, define a, :=
ij<,(a). It follows that

and so a, € A¥ 32) for each ray o € 3.

prim, KQ(

Using now Proposition 3.16, for each o € 31, we get
degg((ﬂ))d_%_l T a@) = degg(i&g(fd_%_l -a) - %) = deg (gd_%_l “a-Ty- a)_
We infer that

Z Co degg((ﬁg)d L a, - a,) = deg(¢472R1 chmg = deg(t4% . a-a) = 0.
0EX

By HR(X¢,¢2), since a, € A’;rlm 00(29), we have (—1)* degg((ﬁg)d_%_1 “ap - ap) = 0 with

equality if and only if a, = 0. Since ¢, > 0 for all g, we conclude that a, = 0 for all p € ¥;.
Applying Proposition 3.16 once more, we infer that
Toa = Gys g © ig,(a) = Gys,eo(a,) = 0.

By Poincaré duality for A®*(X), and since the elements z, generate the Chow ring, this
implies that a = 0, and the proposition follows. O
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3.9. Isomorphism of Chow groups under tropical modification. We recall the following
theorem proved in [AP20b| which states that tropical modifications as defined in [AP20b]
preserve the Chow groups. This will be served as the basis to prove that HR and HL properties
are shellable for tropical fans.

We use the notations of [AP20b] and denote by 5 the tropical modification of ¥ along
A = div(f) for a conewise linear function f on X.

Theorem 3.18 (Stability of the Chow ring under tropical modifications). Let S be the tropical
modification of the tropical fan X along A. Assume furthermore that ¥ is div-faithful. Then
we get an isomorphism

A*(S) ~ A*(%)
between the Chow rings. Moreover, this isomorphism is compatible with the Poincaré duality
for Chow rings.

3.10. Keel’s lemma. Let ¥ be a unimodular fan and let ¢ be a cone in X. Let ¥/ be the
star subdivision of ¥ obtained by star subdividing o. Denote by p the new ray in 3. In
this paper we only consider barycentric star subdivisions of rational fans. This means that
p=R,(e1 + - +ep) where e1,..., ¢ are the primitive vectors of the rays of o.

Theorem 3.19 (Keel’s lemma). Let J be the kernel of the surjective map ij.,: A*(%) —
A*(X7) and let

P(T):= ] (xo+T).

o<o
lol=1

We have
A (Y ~ A'(E)[T]/(,?T + P(T)).
The isomorphism is given by the map
X: A*(D)[T]/(IT + P(T)) = A* (%)
which sends T' to —x, and which verifies
Yoe N, X(ﬁg):{x9+mp ifo<ao

T, otherwise.

In particular this gives a vector space decomposition of A*(X') as

(3.14) A'(E') ~A(D) @ A.—1(EU)T@ . @Ao—|0|+1(EU)T|O"—1‘
We refer to [AP20b] for the proof.

3.11. Ascent and Descent. Situation as in Section 3.10, let ¥ be a unimodular fan and o
a cone in X. Let ¥’ be the star subdivision of ¥ obtained by star subdividing o. Denote by p
the new ray in X’. Let £ be an element of A'(X), and denote by £ the restriction of £ to X7,
i.e., the image of ¢ under the restriction map A*(X) — A*(37).

Theorem 3.20. We have the following properties.
o (Ascent) Assume the property HR(X7,¢7) holds. Then HR(X, ) implies HR(X', ¢/ —
€x,) for any small enough € > 0, where

0= Uep)mg+ (. Uep)))
0EXS e<o
lol=1
e (Descent) We have the following partial inverse: if both the properties HR(X7,£7) and
HL(X, ¢) hold, and if we have the property HR(X', ¢’ + €T') for any small enough € > 0,
then we have HR(X, ?).



36 OMID AMINI AND MATTHIEU PIQUEREZ

Notice that the definition of ¢ does not depend on the chosen representative of the class of
{ as a cone-wise linear function on .

Remark 3.21. One can check in the proof of Theorem 3.20 below that we only use Keel’s
lemma, Poincaré duality and Proposition 3.5. For instance, we do not use that we are dealing
with fans. Therefore, Theorem 3.20 might be useful in other contexts where an analog of
Keel’s lemma holds. In particular, this remark will be useful in Section 9 where we need a
similar ascent-descent theorem in the global case. o

In preparation for the proof, we introduce some preliminaries. Let d be the dimension of
Y. By Keel’s lemma, we have A%(X) ~ A%(X’), and under this isomorphism, the canonical
element wy, corresponds to the canonical element wyy.

Let « be a lifting of wxo in A?19/(2) for the restriction map A*(X) — A*(X?). Such a
lifting can be obtained for example by fixing a maximum dimensional cone 7 in X7; in this

case we have
Wyo = | | Lo
o<T
lol=1

and a lifting a of wye is given by taking the product ||
face of ¥ corresponding to 7.
Using this lifting, the canonical element wsy can be identified with —7''a in A®*(%') ~
A*(3)[T]/(IT + P(T)). Indeed, since P(T) = 0, we get
lol—1

_lel _ Z SjTIUI*j

o< To I A%1ol(33) where 7 is the

with §; the j-th symmetric function in the variables X, for ¢ a ray in o, seen as an element
of A*(X’). Therefore we get

lo|

—TlU‘Oz _ Z SjaTlgl_j

j=1
lol—1
= ng o+ 2 SO¢T|"| 7.
Q<U
lol=1
Since wye = i%(a) lives in the top-degree part of A*(X7), the products Sjwse belongs to J.
Thus the terms of the sum are all vanishing for j = 1,...,|o| — 1. Therefore, we get
Tl = H To = H Ty - H Ty = Wy = Wyy.
o<o o<o o<7
lol=1 lol=1 lol=1

We infer that the following commutative diagram holds.

Ad=lol(57) ﬂ)Ad (X)) —— A4x)

it

We are now ready to give the proof of the main theorem of this section.

Proof of Theorem 3.20. (Ascent) The idea for the proof of the ascent property is well-known,
e.g., it is used as a way to derive Grothendieck’s standard conjecture of Lefschetz type for a
blow-up from the result on the base. It is also used in [AHK18]. We give the proof here. Let
€ > 0 and define the linear automorphism

S.: A%(T) - A*(Y)
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lo1/2+kid on each

of degree 0 which is the identity map id on A®*(X) and multiplication by €~
A*(X9)T*, in the direct sum decomposition in Theorem 3.19.

We admit for the moment that Q7 o Se admits a limit @ such that the pair (4°*(¥'), Q),
consisting of a graded vector space and a bilinear form on this vector space, is naturally

isomorphic to the pair
= (A’(E) @ (T (R[T]/T"1) @ A*(27)), (& (T ®id + id®€")>.

It follows from the statement (3.8) in Proposition 3.5, the hypothesis of the theorem, and
HR(R[T]/T''=1,T), that the pair = verifies HR(Z). Using Keel’s lemma, it follows that we
have HR(A*(X'), Q). By Proposition 3.7, the property HR(A®*(X'), Qp 41 © Se) holds for any
small enough value of € > 0. Finally, applying Proposition 3.5, we get HR(A*(X'), Qp1er),
which finishes the proof of the ascent part of our theorem.

Before turning to the proof of the existence of the limit, let us explain the proof of the
descent part.

(Descent) We again use Proposition 3.5. By our assumption, we have HL(A®*(X), /) and
HR(A*(X7,¢9), from which we get the property

HR((T (R[T]/T'"Y) @ A*(27)), (T ®id + id @50)).

Defining E as in the first part of the proof, we deduce HL(Z) by applying Proposition 3.5.
By the statement (3.5) in that proposition, it will be enough to prove HR(Z) in order to get
HR(A*(X), 7).

Note that by the hypothesis in the theorem, we have HR(A®*(X'), Qp +cr) for small enough
values of € > 0. Using Proposition 3.5, we deduce that HR(A®*(X'), Qg e 0Se) holds for e > 0
small enough. It follows that we have as well HL(A®*(X'), Qpyer 0 Se).

Applying now Proposition 3.7, since HR is a closed condition restricted to the space of
bilinear forms which verify HL, we deduce that HR(Z) holds: indeed, @ is the limit of Qg 1o
Se and HR(A*(X'), Quyer © Se) and HL(A*(X'), Qpyer © Se) hold for € > 0 small enough.

We are thus left to prove the last point, namely the existence of the limit lim._,qg Qg 1 er0Se.

Consider the decomposition (3.14) given in Keel’s lemma. The decomposition for degree k
part A¥(X') of the Chow ring has pieces A*(X) and A*=(X7)T" for 1 < i < min{k, |o| — 1}.
Consider the bilinear form ® 4«5y given by the degree map of A (2.

For this degree bilinear form, each piece A¥~(%7)T" is orthogonal to the piece A%(¥) as
well as to the piece AY*=7(X7)T7 for j < |o| — i, in the decomposition of A?~¥(%’) given in
Keel’s lemma.

We now work out the form of the matrix of the bilinear forms Qg . 0S¢ in degree k with
respect to the decomposition given in (3.14).

First, note that for a,be A¥(X), we have

Quer(a,b) = deg(al’™2"b) + O(").

Second, for an element a € A¥(X) and an element b e A*¥~(X7)T", we get the existence of
an element ¢ € A9~2k=191+9(27) such that

Quier(a,b) = deg(ac(eT)""‘%"UV?Hb) _ O(elal/z)_

Third, for an element a € A¥~#(%7)T" and an element b € A¥=7(X°)T7 with i +j < |o|, we
get

Quyer(a,b) = deg (6—‘0‘/2+ia(C(ET)|0\—i—j£ld—2k—|a|+i+j + O(€|a|—z‘—j+1))6—\a|/2+jb)
= C deg ge (5o (a(£7) 717172 F47h) 1+ O(e),
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with C = ( d—2k )

lo|l—i—j

Finally, if a € A¥=%(X7)T% and b e A*=7(X9)T7, with i + j > |o|, we get

Q€’+6T(a7b) = deg(ei|U|/2+ia(’)(1)6*|‘7|/2+jb) _ O(eiJrjflol)'

Doing the same calculation for the bilinear form @; associated to the linear map of degree
one L: A*(X') — A*TL(X) given by the matrix

T
relative to the decomposition (3.14) given in Keel’s lemma, we see that
im Quer = Q-

To conclude, we observe that the pair (A*(X’), Q) is isomorphic to the previously introduced
pair,

== <A‘(E) @ (T (R[T]/T"1) @ A*(27)), L@ (T ®id + id ®£")),

as claimed. OJ

3.12. Weak factorization theorem. Two unimodular fans with the same support are called
elementary equivalent if one can be obtained from the other by a barycentric star subdivision.
The weak equivalence between unimodular fans with the same support is then defined as the
transitive closure of the elementary equivalence relation.

Theorem 3.22 (Weak factorization theorem). Two unimodular fans with the same support
are always weakly equivalent.

Proof. This is Theorem A of [W1097] proved independently by Morelli [Mor96] and expanded
by Abramovich-Matsuki-Rashid, see [AMR99]. O

We will be interested in the class of quasi-projective unimodular fans on the same support.
In this class, we define the weak equivalence between quasi-projective unimodular fans as the
transitive closure of the elementary equivalence relation between quasi-projective unimodular
fans with the same support. This means all the intermediate fans in the star subdivision and
star assembly are required to remain quasi-projective.

Theorem 3.23 (Weak factorization theorem for quasi-projective unimodular fans). Two
quasi-projective unimodular fans with the same support are weakly equivalent within the class
of quasi-projective fans.

Proof. This can be obtained from relevant parts of [W1097, Mor96, AKMWO02| as discussed
and generalized by Abramovich and Temkin in [AT19, Section 3|. O

We thank Kenji Matsuki and Kalle Karu for helpful correspondence and clarification on
this subject.
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3.13. Ample classes. Let ¥ € Nr be a unimodular tropical fan. Let f be a strictly convex
cone-wise linear function on . Recall that if ¢ is a ray in ¥, we denote by e, the primitive
element of ¢ and by z, the corresponding element of A!(X). We denote by £(f) the element
of AY(X) defined by

Uf) = Z feg)zo.

oex!t

Proposition 3.24. Notations as above, let o be a cone of X2 and let ¢ be a linear form on Ng
which coincides with f on o. The function f — ¢ induces a cone-wise linear function on %7
which we denote by f7. Then

((f7) = ig<o (£(f))-

In particular, £(f%) does not depend on the chosen ¢.
Moreover, if f is strictly convex on X, then f is strictly convex on X°.

Proof. We write o ~ o if g is a ray in the link of o, i.e., 0 ¢ 0 and o + g is a face of X. Such
rays are in one-to-one correspondence with rays of 37. Recall the following facts:

U¢) =0,  ige,(zp) =0ifoxoando¢o,  fle) = o(e,) if 0 <0

Then we have

10«0 ((f)) = ig<o (E(f — ¢))
= D (F =)o) i§<ol@o) = D) (f = B)(e0) ()
€Y 0EX]
= Z fo(eg)mo = L(f7). O
ot

For the last point, let f be a strictly convex cone-wise linear function on 3. We have to
prove that f7 is strictly convex. Let ¢ be a cone of 3. The cone ( corresponds to a unique
cone Z in X that contains ¢. Since f is strictly convex, there exists a linear form ¢ on N
such that f — 1) is strictly positive around E (in the sense of Section 4.3). Then ¢ — ¢ is zero
on o, thus induces a linear form 9% on Ng. We get that f — 17 is strictly positive around
¢, thus f7 is strictly convex around . We infer that f¢ is strictly convex on .

Definition 3.25. Let ¥ be a tropical fan. An element ¢ € A'(X) is called an ample class if
there exists a strictly convex cone-wise linear function f on ¥ such that ¢ = £(f). o

3.14. Main Theorem. Here is the main theorem of this section.

Theorem 3.26. Any shellable quasi-projective unimodular tropical fan ¥ verifies HR(X, ¢)
for any ample class £ € AY().

The following proposition is the base of our proof. It allows to start with a fan on a support
which verifies the Hodge-Riemann relations, and then use the ascent and descent properties
to propagate the property to any other fan on the same support.

Proposition 3.27. For any shellable tropical fan support, there exists a quasi-projective uni-
modular fan ¥ on this support and a strictly convex element £ € AY(X) which verifies HR(X, £).

We prove both statements, in the theorem and proposition, by induction on the dimension
of the ambient space. So suppose by induction that the theorem and the proposition hold for
all shellable support of R¥ with k& < n, and for any quasi-projective unimodular fan with a
shellable support lying in R¥ for k < n.
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Proof of Proposition 3.27. If the support is R™, that is if the tropical fan is complete, in this
case, we can take any projective unimodular fan. For example, the fan of the projective space
P™, equivalently of TP", ¥ypr has Chow ring isomorphic to R[X] / X"*1 In this case, we can
take ¢ = X, and we have HR(R[x] /x"*1, x).

Otherwise, the support is obtained by one of the operations in the definition of shellability
out of other fans. Consider the case where we have a tropical fan 3 obtained by the tropical
modification of ¥ along the divisor A = div(f) for a conewise linear function f on . By the
induction hypothesis, there exists a quasi-projective unimodular fan ¥’ of support X. Doing
some blow-ups if necessary, we can assume that %’ contains a subdivision A’ of A (cf. Section 4
for more details on this argument). Let ¢ be a strictly convex function on ¥'. Modifying ¢
by adding a linear function if necessary, we can suppose without loss of generality that ¢ is
strictly positive on ‘E/‘\{O}. Let 3’ be the unimodular fan with support ‘i’ obtained as the

tropical modification of A’ in 3. Using Theorem 3.18, we deduce HR(Y/, ) from HR(X', ¢')
where £ is the cone-wise linear function on ¥ which takes value 0 on the new ray p of ¥ and
which coincides on other rays with ', (¢) where I': 3/ — 57 is the natural injective map. One
easily verifies that ¢ is strictly convex. So the proposition follows.

For the other operations in the definition of the shellability, we argue similarly. In particular,
for the product, we use property (3.8). O

Proposition 3.28. For any unimodular fan X of dimension d, we have the equivalence of the
following statements.

e HR(X, ) is true for any strictly convex element £ € AY(X).
e HR(X, /) is true for a strictly convex element £ € A (X).

Proof. Let £ be a strictly convex piecewise linear function on . For all o € X, we get a strictly
convex function 7 on ¥7. By the hypothesis of our induction, we know that HR(X7, ¢7) holds.
By Proposition 3.17 we thus get HL(X, £).

By Proposition 3.7 we know that HR(X, £) is an open and closed condition on the set of all
¢ which satisfy HL(X, ¢). In particular, if there exists £y in the cone of strictly convex elements
which verifies HR(X, ¢p), any ¢ in this cone should verify HR(, /). O

Let X be a unimodular fan of dimension d, ¢ a strictly convex element on X, and let ¥ be
the fan obtained from X by star subdividing a cone o € ¥. Denote by p the new ray in X',

and let
O=0+ Z (eg))zp.

o<o
lol=1

The following is straightforward.

Proposition 3.29. For any small enough € > 0, the element I’ — ex, of AY(Y) s strictly
convez.

Proposition 3.30. Notations as above, the following statements are equivalent.
(i) We have HR(%, ).
(11) The property HR(X', ¢’ — ex,) holds for any small enough € > 0.

Proof. Tt will be enough to apply Theorem 3.20. A direct application of the theorem, and the
fact that T is identified with —z, via Keel’s lemma, leads to the implication (i) = ().

We now explain the implication (i7) = (7). By the hypothesis of our induction, we have
HR(X7,47). Moreover, Proposition 3.17 and our induction hypothesis imply that we have
HL(X,¢). Applying now the descent part of Theorem 3.20 gives the result. U

Proof of Theorem 3.26. Let X be a shellable quasi-projective tropical fan. By Proposition 3.27
there exists a quasi-projective unimodular fan g with support ‘E’ and a strictly convex
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element £y € A'(Zp) such that HR(Zg,4y) holds. By Propositions 3.30 and 3.28, for any
quasi-projective fan ¥ in the quasi-projective weak equivalence class of Y, so with support

‘E‘, and any strictly convex element £ € A'(X), we get HR(X, £). The theorem now follows in
dimension n by applying Theorem 3.23 g

3.15. Examples. We finish this section with some concrete examples of fans verifying the
Hodge-Riemann relations with respect to ample and non-ample classes.

3.15.1. Let ¥ be the complete Bergman fan associated to the uniform matroid Us 3 on the
ground set {0, 1,2} as illustrated in Figure 1. The flats of Us 3 are C/(Us 3) := {1,12,2,02,0, 01}

FIGURE 1. The Bergman fan of Us 3

P2
P12

P1

P02

Po
pPo1

(where ij denote the set {7, j}). The rays of 3 correspond to the flats of Us 3 and are denoted pp
with F' € C/(Us3). These rays corresponds to elements of A1(X) denoted zp, for F € Cl(Us3).
We have

dim(AY (X)) = |C(Us 3)| — dim(R*") = 4.
We have a natural degree map deg: A%(X) — R which verifies the following.
1 if F=G,

deg(zpzg) =<1 if F# G and F and G are comparable,
0 if F' and G are not comparable.

Let £ := x1 + 212+ 22+ 02 + 20+ 201 € A (X). This element corresponds to a strictly convex
cone-wise linear function on ¥, thus, it must verify the Hodge-Riemann relations HR(X, ).
Let us check that this is the case. We have to check that deg(¢?) > 0 and that

Qi: AYX) x A(®) — R,
(z,y) = deg(zy),

has signature —2 = 2dim(A°) — dim(A'). We have
deg(fx1) = deg(x} + 21212 + 21701) = 1,

and, by symmetry, deg({zp) = 1 for every F € C/(Us3). Thus, deg(¢?) = 6.
For Q1 we have an orthogonal basis (zq, 21, T2, ¥o+01+71). Moreover deg(z3) = deg(x?) =
deg(z3) = —1 and

deg((zo + o1 + x1)2) = deg(z% + x%l + x% + 2xox01 + 220171) = 1.

Thus, the signature of @)1 is —2 and the Hodge-Riemann relations are verified.
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3.15.2.  Let us give another example in the same Chow ring treated in the previous paragraph.
Let ¢/ = 21 + z12 + 22. The cone-wise linear function associated to £ is not convex. It is even
zero around po, which implies that if_, (¢') = 0. Nevertheless, ¢’ verifies the Hodge-Riemann
relations HR(X, #'). We only have to check that deg(¢?) > 0, since Q1 does not depend on ¢’
and we have already checked that ()1 has signature —2. We have

deg((z1 + 212 + 1'2)2) = deg(x% —+ :U%Q —+ :Ug + 2x1212 + 221272) = 1 > 0.

This gives us an example of a non-ample element verifying the Hodge-Riemann relations.

3.15.3. As a last example, let ¥ be the Bergman fan of the uniform matroid Uz 4 on the
ground set {0, 1,2,3}, and let £ = (2 + 2¢)x + 22 + 23 + €xo1 + (3 + €) (w02 + To3) — w23 € AL(X)
where € is a small positive number. Then ¢ is not ample, but we have HR(X, ¢). Indeed, we
have something stronger: ¢7 is ample for any o € ¥\{0} where ¢7 = if__(¢).

4. QUASI—PROJECTIVE UNIMODULAR TRIANGULATIONS OF POLYHEDRAL COMPLEXES

In this section we show that any rational polyhedral complex in R™ admits a simplicial
subdivision which is both quasi-projective and unimodular with respect to the lattice %Z”, for
some natural number k, in a sense which we will precise in a moment. Moreover, we will show
this property holds for any tropical compactification of X. The novelty here is in ensuring the
convezity property underlying the definition of quasi-projective triangulations which will be
the crucial property used in what will follow later, as well as in ensuring the unimodularity of
unbounded polyhedra which form the polyhedral subdivision of X. The theorem thus extends
the pioneering result proved in [KKMS06], in Mumford’s proof of the semistable reduction
theorem, as well as previous variants proved in [[KMZ19] and [W1097].

4.1. Statement of the triangulation theorem. This theorem corresponds to Theorem 1.11
stated in the introduction. However, we add a technical result about the existence of strictly
convex functions to the statement which will be needed later.

Theorem 4.1 (Triangulation theorem). Let X be a rational polyhedral complex in R™. There
exists an integer k and a triangulation X' of X which is quasi-projective and unimodular with
respect to the lattice %Z”,

Moreover we ensure that X!.. is a fan, and that there exists a strictly convex function f on

X' such that f... is well-defined and strictly convex.
The terminology will be introduced in the next section.
Furthermore, we will prove the following theorem which will be later used in Section 8.

Theorem 4.2 (Unimodular triangulation preserving the recession fan). Let X be a polyhedral
complex in R™ such that its pseudo-recession fan X,.. is a unimodular fan. Then there exists
a positive integer k and a subdivision Y of X which is unimodular with respect to %Z” and
which verifies Yiee = Xiec-

4.2. Preliminary definitions and constructions. This section presents certain construc-
tions which will be needed later. While definitions are given here for the case of polyhedral
complexes and fans, we note that the majority of the constructions naturally extend to the
case of polyhedral pseudo-complexes and pseudo-fans.

4.2.1. Restriction, intersection, and hyperplane cut. Let X be a polyhedral complex of R”
and let S be a subset of R". The restriction of X to S denoted by X| is by definition the
polyhedral complex consisting of all the faces of X which are included in S. If S is an affine
hyperplane, an affine half-space, or more generally a polyhedron of R", the intersection of X
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with S denoted by X n S is the polyhedral complex whose faces are § n S for any face § of
X, ie.,

XmS:={6rwS|5eX}.
For an affine hyperplane H in R", the hyperplane cut of X by H denoted by X - H is the
subdivision of X defined by

X H=XnH)uXnHy)u(XnH.),
where H; et H_ are the two half-spaces of R defined by H.

4.2.2. Slicing with respect to a pencil of hyperplanes. Let X be a fan of R”™. For any cone o € X,
choose a collection of half-spaces H;fl, e 7H:k,, for k, € Z~¢ each defined by hyperplanes

H,1,...,Hyy, , respectively, such that o is the intersection of these half-spaces. We call the
collection of hyperplanes

P, = {H(,,j |ceX and j=1,...,kg}

a pencil of hyperplanes defined by 3.

Let now A be a complete fan in R™ and let ¥ be a second (arbitrary) fan in R™. The slicing
of A with a pencil of hyperplanes &Px, defined by X is the fan denoted by A - #x, and defined
by

Au@zZZA'Hgl’l'HULQ“'HU 'HO-
i.e., defined by starting from A and successively taking hyperplane cuts by elements H, ; of
the pencil Py.

1koy ©° mskom, )

Proposition 4.3. The slicing of a complete fan with a pencil of hyperplanes Ps, defined by
a fan 3 necessarily contains a subdivision of 3.

Proof. First note that if A is a fan in R™ and H is a hyperplane, all the cones § € A - H live
in one of the two half-spaces H* and H~ defined by H. This property holds as well for any
subdivision of A - H.

Let now A be complete. Let &5, be a pencil of hyperplanes defined by the fan X consisting
of hyperplanes H,, j for 0 € ¥ and j = 1,...,k, as above. Let A’ = A- &5, In order to prove
the proposition, we will need to show the following two properties:

(1) the support of the restriction A’ ||2\ is the entire support ‘E ; and

(2) any face of Al”z\ is included in a face of 3.

In order to prove (1), let & be a point in ‘E‘ It will be enough to show the existence of a

face of A’ which contains x and which is entirely in ’E‘

Let § be the smallest face of A’ which contains x; § is the face which contains z in its
interior. Let o € X be a face which contains z. We will show that § < o.

By what preceded, for each i € {1,...,k,}, there exists ¢; € {+, —} such that ¢ is included
in Hg’z Recall that by definition, we have o = mf;lH;i. We will show that we can take
¢; = + for each 4, which gives the result. Suppose ¢; = — for ani € {1,...,k,}. In particular,
x belongs to both half-spaces H_, and H ;’ ;» and so x € H,;. Since 0 n H,; is a non-empty
face of § which contains x, by minimality of 0, we infer that  © H,; which shows that we
can choose €; = +. This proves (1).

In order to prove the second assertion, let § be a face of the restriction A’ ||Z\ Let = be a

point in the interior of §, so ¢ is the smallest face of A’ which contains z. Let o be a face of
Y. which contains z. As we showed in the proof of (1), we have the inclusion § < o, which is
the desired property in (2).

It follows that A’ HE| is a subdivision of ¥ and the proposition follows. O
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4.2.3. Blow-ups and existence of triangulations. Let o be a cone in R™ and let « be a vector
of R™\{0}. The blow-up of o at x is the fan denoted by o(,) and defined by

U{T,T+R+.CC} if v eo,

T<0
O(g) *= x¢T

face(o) otherwise.

Note that o(,) is a polyhedral subdivision of face(c). Moreover, the definition depends only
on the half line R x.

More generally, if X is a fan, we define the blow-up of ¥ at x to be the fan denoted by X,
and defined as the union of blow-ups o(,) for o € 3, i.e.,

L@ = ow:

Then ¥, is a subdivision of 3.

For a pair of points z1,x2, we denote by X(; )(,,) the fan obtained by first blowing-up X
at x1, and then blowing-up the resulting fan at xo. The definition extends to any ordered
sequence of points x1,...,x; in R™.

Proposition 4.4. Let ¥ be a fan. Let o1,...,0, be the minimal faces of ¥ which are not
simplicial. For each such face o;, i € {1,...,k}, pick a vector x; in its interior. Then
(1) (w2) (1)

s a triangulation of X.

Proof. Faces of ¥(,,) which were not in ¥ are of the form 7 + R z; where 7 € ¥ and z; ¢ Tr.
Let 7/ = 7 + Ryx1 be such a new face. Clearly 7/ is simplicial if and only if 7 is simplicial.
By contrapositive, if 7/ is not simplicial, then 7 < 7/ is not simplicial. In any case, 7’ is not a
non-simplicial minimal cone of ¥, ). Therefore, the non-simplicial minimal cones of ¥, ) are
included in (in fact, equal to) {09, ..., 0r}. We concludes the proof by repeating this argument
k-th time. O

4.2.4. External cone over a polyhedral complex. We now define external cones over polyhedral
complexes.

First, let ¢: R™ — R™ be an affine linear application and let X be a polyhedral complex in
R™. The image of X by ¢ denoted by ¢(X) is the polyhedral pseudo-complex {¢(9) | Je X}
of R™. If the restriction ¢HX| is injective, ¢(X) is a polyhedral complex.

For a subset S of R", we denote by adh(S) the topological closure of S in R"™.

Proposition 4.5 (Coning over a polyhedron). Let § be an arbitrary polyhedron which does
not contain the origin in R™. Let H be any affine hyperplane containing T,gd but not 0, and
denote by Hy the linear hyperplane parallel to H. Let Ha’ be the half-space defined by Hy
which contains § in its interior. Then

(1) o :=adh(R40) is a cone which verifies § = 0 N H and dyec = 0 N Hy.

(2) Moreover, o is the unique cone included in Hy which verifies § = o n H.

(3) In addition, if § is rational, resp. simplicial, then so is o.

Note that by the terminology adapted in this paper, part (1) means o is strongly convex,
i.e., it does not contain any line.

Proof. For part (1), we will show more precisely that if

§ = conv(vg,...,v) + Ryug + - + Ry,



HODGE THEORY FOR TROPICAL VARIETIES 45

for points vy, ...,v; in R and vectors uq,...,u,, in Hy, then o = ¢’ where
o =Rivg+- - +Ryv+Ryup + - + Rywyy,.

Note that obviously we have § < ¢’, which implies the inclusion ¢ < ¢’. To prove the
inclusion ¢’ € o, since v, ..., v; € o, we need to show u1,...,u,, € 0. Let  be an element of
. For all A > 0, all the points « + Au; are in . Dividing by A, we get /A + u; € 0. Making
A tend to infinity, we get uj € o for all j = 1,...,m. This proves o = ¢’

We now show that o is a cone, i.e., it does not contain any line. To show this, let
A0y - ooy ALy M1y - - -5 b € Ry such that Aqug + -+ + Nog + piur + -+ + ey, = 0. It will
be enough to show all the coefficients A; and p; are zero.

First, if one of the coefficients A\; was non-zero, dividing by the linear combination above
with the sum Z§‘=1 Aj, we would get 0 € §, which would be a contradiction. This shows all the
coefficients \; are zero. Moreover, 9, is a cone, i.e., it is strongly convex, which proves that
all the coefficients p; are zero as well. (Note that in our definition of polyhedra, we assume
that a polyhedron is strongly convex, that is it does not contain any affine line.)

To finish the proof of part (1), it remains to show 6 = o n H and that d,.. = 0 N H.

Obviously, we have the inclusion § € 0 n T,g0 0 n H. Proceeding by absurd, suppose
there exists y € (0 n H)\0. We can write y = Avg + -+ + Njug + paug + -+ + fn Uy, with
non-negative coefficients A;, p1;.

We first show that all the coefficients A; are zero. Otherwise, let A = > . A;, which is non-
zero. Since we are assuming y ¢ 0, we get A # 1. The point x = y/A belongs to ¢, and so both
points x,y € 6 < H. It follows that any linear combination (1 — A)z + Ay for A € R belongs to
H. In particular,

- 1i\A$_ 1—1Ay€H’
which is a contradiction. This shows \g = --- = X\; = 0.

We thus infer that y = pyuqg +- - - + i, belongs to Hy. But this is a contradiction because
H n Hy = &. We conclude with the equality § = o n H.

We are left to show d,.. = 0 n Hy. Take a point y € 0 n Hy, and write y = Agvg + -+ - +
AnUn + p1q + - - + U, With non-negative coefficients A;, ;. Then by a similar reasoning as
above, all the coefficients A; should be zero, which implies y € d,... This implies the inclusion
o n Hy € .. The inclusion 6,.. € Hy comes from the inclusion 6, € Td < Hy and the
inclusion 6, C o.

0

We now prove part (2). Let o’ be a cone included in H{ such that o’ n H = §. Obviously,
o = adh(R;4) < ¢’. To prove the inverse inclusion, let y be a point o’. If y ¢ Hp, then there
exists a scalar A > 0 such that Ay € H. It follows that Ay € § and so y € . If now y € Hy,
then for all points x € § and any real A > 0, the point x + Ay belongs to o n H, which is equal
to & by the first part of the proposition. We infer that y € d,.. = 0. This implies that ¢’ = &
and the unicity follows.

Part (3) follows from the description of the cone ¢ given in the beginning of the proof. O

Let now X be a polyhedral complex in R®. We define the cone over X denoted by R, X
by

R, X := {adh(R+5) [6e X } o {Q}.

In particular, we note that this is not always a pseudo-fan. However, if one assumes that
‘X ’ does not contain 0, then R, X is indeed a pseudo-fan which contains X,..

We define the external cone over X denoted by cone(X) as the pseudo-fan of R"*! defined
as follows. This is also called sometimes the homogenization of X,
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Let (eq,...,en) be the standard basis of R"*! and let wg,...,z, be the corresponding
coordinates. Consider the projection 7: R"*! — R" defined by
(o, Tpn) = (T1,. .., Tp).
Consider the affine hyperplane H; of R"*! given by the equation zq = 1. The restriction
of m to Hy gives an isomorphism 71: H; = R", and we define
cone(X) := R 7w (X).
In particular, for any polyhedron §, we get the external cone
cone(d) := Ry m; H(0).
By Proposition 4.5, intersecting with H; gives
m(cone(X) n Hy) = X.
The pseudo-fan cone(X) is included in {xy = 0}. Moreover, denoting by Hy the linear
hyperplane {z(y = 0}, we get

cone(X)|,, = cone(X) n Hy.

|16

Applying again Proposition 4.5, we deduce that 7w (cone(X) n Hy) is the recession pseudo-fan
Xree Of X.

4.2.5. From X, to X and vice-versa. Let X be any polyhedral complex such that X, is a
fan. Let f be a piecewise linear function on X. The function f naturally induces a function
on R (X) n Hy. This function can be extended by linearity to Ry X\Hy. We denote this

extension by f We say that fi.. is well-defined if fcan be extended by continuity to Hy. In
this case, we define f.. to be the restriction of f to X,.. = cone(X) n Hp.

Remark 4.6. Notice that if f is strictly convex and if f... is well-defined, then f,.. is strictly
convex. o

Assume X is simplicial. In this case, recall that for any polyhedron § € X and any point x
in 4, there is a unique decomposition = = xf + T With xr € §r and T, € dec. We define the

projection onto the finite part mwr: ‘X‘ — ‘X,c‘ as the map x — x¢. Similarly, we define the

projection onto the asymptotic part M. : ’X ‘ — ‘Xrec by & — .. If Y7 is subdivision of X,

we define

W;I(Yf) = U{7+a | O'<5rec,’7€Yf,’YC(Sf}.
0eX

Remark 4.7. Setting Z := wfl(Yf), one can show that Z is a polyhedral complex, which is
moreover simplicial if Yr is simplicial. In addition, we have Zr = Yr et Z,oc = Xiec- o

4.3. Regular subdivisions and convexity. Let now X be a polyhedral complex in R™, and
let § be a face of X. Recall that a function f is called strictly positive around ¢ if there exists
a a neighborhood V' of the relative interior of § such that f vanishes on § and it is strictly
positive on V\d. Recall as well from Section 2 that a function f € LP™(X) is called strictly
convex around 0 if there exists a function ¢ € L(R™) such that f — ¢ is strictly positive around

the relative interior of § in ‘X ‘ We also note that K, (X) denotes the set of strictly convex
functions on X i.e., the set of those functions in £P™(X) which are strictly convex around
any face § of X.

Remark 4.8. For a polyhedral complex X, the set K4 (X) is an open convex cone in the real
vector space LP™(X), i.e., it is an open set in the natural topology induced on £P™(X), and
moreover, if f, g € K4 (X), then we have f + g€ K (X) and A\f € K (X) for any positive real
number A > 0. In addition, for £ € £(X), we have f + ¢ e K (X). o
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Example 4.9. If P is a polyhedron in R”, then we have 0 € K4 (face(P)). Indeed, for each
face 7 of P, by definition of faces ¢ in a polyhedron, there exists a linear form ¢ on R™ which
is zero on § and which is strictly negative on P\d, so 0 — ¢ = —/ is strictly positive around
0. o

We call a polyhedral complex X quasi-projective if the set K, (X) is non-empty. Quasi-
projective polyhedral complexes are sometimes called convex in the literature.

Remark 4.10. In the case of fans, the notion coincides with the notion of quasi-projectivity
(convexity) used in the previous section. o

We are now going to make a list of operations on a polyhedral complex which preserves the
quasi-projectivity property. To start, we have the following which is straightforward.

Proposition 4.11. Any subcomplex of a quasi-projective polyhedral complex is itself quasi-
projective.

Let now Y be a subdivision of X. For each face ¢ of X, recall that the restriction Y|y
consists of all the faces of Y which are included in §.

Let X be a polyhedral complex. A relatively projective subdivision of X is a subdivision
Y such that there exists a function f € LP™(Y') whose restriction to Y|, for any face § € X
is strictly convex. In this case, we say Y is projective relative to X, and that the function f
is strictly convex relative to X. For example, a strictly convex function f on Y is necessary
strictly convex relative to X (but the inverse is not necessarily true).

Remark 4.12. In the theory of triangulations of polytopes and secondary polytopes (see [GKZ94,
DRS10]), a polyhedral subdivision of a polytope is relatively projective in our sense if and
only it is regular in the sense of |[GKZ94|. o

Remark 4.13. To justify the terminology, we should emphasize that our notion is indeed a
relative notion : the underlying polyhedral complex of a relatively projective subdivision does
not need to be quasi-projective. o

Remark 4.14. A function f € £P™(Y") which is strictly convex relative to X allows to recover
the subdivision Y as the polyhedral complex whose collection of faces is

U U {we5|€(az)=f(a:)} \{@} o
5€X§‘e(§’})‘*

Proposition 4.15. A relatively projective subdivision of a quasi-projective polyhedral complex
1s itself quasi-projective.

Proof. Let X be a quasi-projective polyhedral complex in R"™ and let f € K (X). Let Y be
a relatively projective subdivision of X and let g € LP™(Y) be strictly convex relative to X.
We show that for any small enough € > 0, the function f + eg € LP™(Y) is strictly convex on
Y, which proves the proposition.

Let v be a face of Y. It will be enough to show that f + eg is strictly convex around = for
any sufficiently small value of € > 0.

Let  be the smallest face of X which contains . Let £ € £(X) and ¢' € L(Y|;) be two affine
linear functions such that f — ¢ is strictly positive around ¢ and g5 — ¢ is strictly positive
around . Without loss of generality, we can assume that ¢’ € £(X).

Let V' be a small enough neighborhood of the interior of ~ in ‘X ‘ Equipping R™ with its
Euclidean norm, we can in addition choose V' in such a way that for each point x € V, the
closest point of x in § belongs to V.
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Since f and g are piecewise linear, we can find ¢, ¢ > 0 such that for any z € V,
f(z) —l(x) = cdist(z,d) and
g(x) = (x) = min {g(y) = (y)} - dist(x,0) = —' dist(z, ),
yeV n

where dist(z, d) denotes the Euclidean distance between the point = and the face 4.

We infer that the function f + eg — (¢ + ef') is strictly positive around ~ for any value of
e < ¢/c. Tt follows that f + eg is strictly convex around ~ for small enough values of € > 0, as
required. This shows that Y is quasi-projective. O

As an immediate consequence we get the following.
Corollary 4.16. The relation of “being a relatively projective subdivision” is transitive.

Proof. Let Y be arelatively projective subdivision of a polyhedral complex X with f € £P™(Y")
strictly convex relative to X, and let Z be a relatively projective subdivision of Y with
g € LP(Z) strictly convex relative to Y. It follows that for a face § € X, the restriction f|;
is strictly convex on Y|y, and the restriction g|s, seen as a function in Lr(Z| 6)7 is strictly
convex relative to Y.

By the previous proposition, more precisely by its proof, for sufficiently small values of
€ > 0, the function f|; + €g|s is strictly convex on Z|,. Taking € > 0 small enough so that this
holds for all faces § of X, we get the result. O

Proposition 4.17. Let 3 be a fan in R"™ and take a point x € R™\{0}. The blow-up X, of
> at x 1s projective relative to 3.

Proof. There exists a unique function f € LP™ (% ,) which vanishes on any face of ¥ that does
not contain x and which takes value —1 at x. We show that this function is strictly convex
relative to X, which proves the proposition.

Let o0 € X. If o does not contain z, then o belongs to ¥(,, and f is zero, therefore convex,
on X(,)|, = face(o). Consider now the case where x € 0. Let 7 be a face of o not containing
z. By the definition of the blow-up, we have to show that f| is convex around 7 and around
T+ Ryx. Let £ € L(R™) be an affine linear function which vanishes on 7 and which is strictly
negative on o\7. Moreover, we can assume without losing generality that ¢(z) = —1. The
function f — ¢ is therefore zero on 7 + Ry z. In addition, if v is a face of ¢ not containing «,
f vanishes on v, so f — £ is strictly positive on v\7. If now y is a point lying in o\(7 + R;z),
there is a face v of o such that y belongs to (v¥\7) + R;x, so we can write y = Ax + z for some
real number A > 0 and an element z € v\7. Given the definition of f and the choice of ¢, we
see that

(f=Oy) =20+ (f = 0)(2) > 0.
Thus, f — ¢ is strictly positive around 7 + Rix in 0. In the same way, we see that f — 2/

is strictly positive around 7 in 0. So f|  is strictly convex around 7 4+ R4z and around 7 in
Y(z)|,» and the proposition follows. O

Proposition 4.18. Let P be a polytope in R™ which contains 0. The fan

Y= ]R+face(P)|Rn\{0}

consisting of cones of the form Ryo for o a face of P is quasi-projective.

Proof. We omit the proof that ¥ is a fan. In order to prove the quasi-projectivity, let T be
a face of P which does not contain 0. There exists an affine linear /" function on R™ which
takes value 0 on 7 and which takes negative values on P\7. Moreover, we can assume that
¢7(0) = —1. The restrictions €T|R+T glue together to define a piecewise affine linear function

f on 3. One can show that f is strictly convex on . O
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Proposition 4.19. Let X be a polyhedral complex and let H be an affine hyperplane in R™.
The hyperplane cut X - H s projective relative to X.

Proof. Let dist(-,-) be the Euclidean distance in R™. It is easy to see that the distance
function x — dist(z, H) is strictly convex on X - H relative to X. O

Corollary 4.20. Suppose that X is quasi-projective. Then the intersection X n H is quasi-
projective as well.

Proof. If X is quasi-projective, then combining the preceding proposition with Proposition 4.15,
we infer that the hyperplane cut X - H is quasi-projective as well. Since X n H = (X - H)|H
is a polyhedral subcomplex of X - H, it will be itself quasi-projective by Proposition 4.11. [

Proposition 4.21. Let X be a polyhedral complex in R™. If X is simplicial and Yr is a
relatively projective subdivision of X¢, the subdivision Y := W;l(Yf) of X 1is projective relative
to X. Moreover, there exists a function f € LP™(Y') which is strictly convex relative to X and
such that fie. = 0.

Proof. By Remark 4.7, the polyhedral complex Y is a subdivision of X whose finite part
coincides with Y7.

Let fr be a piecewise affine linear function on Y7 which is strictly convex relative to Xr.
Let f := 7} (fr) = fr o m¢ be the extension of f to ‘Y‘ = ‘X’ It is clear that f... = 0. For a
face v € Y, since both the projection 7Tf‘|,y2 v — ¢ and the restriction f,r|W are affine linear,
f |7 is also affine linear. This shows that f € £P™(Y). We now show that f is strictly convex
relative to X, which proves the proposition.

Let 0 be a face of X and let v be a face in Y which is included in §. We need to show that
[f|s» as a piecewise linear function on Y|y, is strictly convex around v. By the choice of fr, we
know that fr is strictly convex around ~¢ in Y¢]| 5 Let /¢ be an element of £(df) such that
f P Cr is strictly positive around int(y¢) in df, where int(7f) denotes the relative interior
of YF -

The function ¢ := 7} (¢) is an element of £(d). Moreover, the difference f — ¢ is strictly
positive around int(-yf) + d,ec in 0. Notice that the relative interior of v is included in int(yf) +
Orec. Let £/ € L(0) be an affine linear function which is zero on v and which takes negative
values on ("}/f + 5rec)\*y. Then, for € > 0 small enough, f — ¢ — e/’ is strictly positive around
int(y). Thus, f is strictly convex around =, and the proposition follows. (Il

4.4. Unimodularity. In this section, we discuss the existence of unimodular subdivisions of
a rational polyhedral complex in R".

Proposition 4.22. Let ¥ be a rational simplicial fan in R™. There exists a subdivision D
projective relative to ¥ which is in addition unimodular with respect to Z". Moreover, we can
assume that unimodular cones of ¥ are still in X.

Proof. This follows from the results of [W1097, Section 9|, where it is shown how to get a
unimodular subdivision ¥ of ¥ by a sequence of blow-ups on some non-unimodular cones. By

Proposition 4.17 and Corollary 4.16, the resulting fan Yisa projective subdivision of 3, from
which the result follows. O

For a rational vector subspace W of R", we denote by py : R* — R” / W the resulting
projection map. We endow the quotient R” / W by the quotient lattice Z™ / 7" nW.

Let now P be a simplicial polyhedron in R” and W := T(Pf). We say that P is unimodular
relative to Pr if the projection pyy (Pec) is unimodular in R / wW.

Remark 4.23. If P, is unimodular relative to Pr, then for any polytope @ included in T'(P),
for the Minkowski sum R := @ + P, we see that R, is unimodular relative Rf o
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Proposition 4.24. Let P be an integral simplicial polyhedron in R™. Then P is unimodular
if and only if both the following conditions are verified:

(1) Pr is unimodular; and

(2) Pree is unimodular relative to Pr.

For a collection of vectors vy,...,v, in a real vector space, we set Vect(vi,...,vn) =
Rwvy + - - - + Ru,y, the vector subspace generated by the vectors v;.

Proof. We can write P = conv(vg, ...,v;) + Ryvj1+ - -+ Rivy,, as in Section 2.1. Moreover,
we can suppose without loss of generality that vg = 0, that v; is primitive in Ryv; for i €
{l+1,m,...,}, and that T(P) = R™. The claimed equivalence can be rewritten in the form:
(V1,...,Um) ts a basis of Z" if and only if (vi,...,v;) is a basis of Z™ N Vect(vy, ..., vn) and
(Vi41y .-, Um) @s a basis of Z"/Z” N Vect(vy,...,vn). This is clear. O

Corollary 4.25. If a polyhedron P is rational and its coning cone(P) is unimodular in R" !
with respect to the lattice Z"tY, then P is unimodular relative to Pr.

Proof. We use the notations used in the definition of cone(P). So let 7: R"™! — R™ be the

projection, and let Hy be the hyperplane {zy = 0} and g := 7T‘HO. Let uy, ... up, wyat,-o o, Um
in R"*! be so that cone(P) = Ryuy+---+Ruy, and uq, ..., u; ¢ Ho while u;,q, ..., uy, € Hy,
and uq, ..., Uy, is part of a basis of Z™.

We apply the preceding proposition to P’ := conv(0,u1,...,u;) + Ryujq + - + Ryupy,
which is clearly unimodular. Setting W’ = T(Pf), we infer that py~(P),) is a unimodular
cone in R"*! /W' Note that R"** /W' = Hy /W'~ Hy. Moreover, the linear application
mo: Hg — R™ is an isomorphism which preserves the corresponding lattices, and which sends
P! = cone(P) n Hy onto P,., and W' n Hy onto W := T(Pf). Therefore, my induces an

rec

isomorphism from H / W'~ Hy to R® / W which sends py(P...) onto pyw(Pew.). This finally

rec

shows that py (Pre) is unimodular. O

Theorem 4.26. Let X be a compact rational polyhedral complez in R™ (so X,.. = {0}).
There exists a positive integer k and a subdivision Y projective relative to X such that Y 1is
unimodular with respect to the lattice %Z”.

Proof. This is a consequence of Theorem 4.1 of [KKMS06, Chapter III]. (|

Remark 4.27. Note that if a fan X in R™ is unimodular with respect to Z™, then it is as well
unimodular with respect to any lattice of the form %Z". o

4.5. Proof of Theorem 4.1. We are now in position to prove the main theorem of this
section. Let Yy := cone(X), which is a pseudo-fan, and define Hy, H; and 7: R**1 — R" as
in the definition of the external cone. We thus have X = 7(Xx n Hi) and X,.. = 7(Xx n Hp).

We first prove the existence of a relatively projective subdivision of ¥ x.

Let P be a polytope containing 0 in its interior. Define the fan »; := R+face(P)|Rn+l\{0}.
This is a complete fan which moreover, by Proposition 4.18, is projective. Define 3o as the
fan obtained by slicing ¥; with respect to a pencil of hyperplanes associated to YXx. (We
defined the slicing with respect to a fan but as mentioned previously, the definition extends
to pseudo-fans.)

By Proposition 4.3, 39 contains a subdivision of ¥ x. Moreover, since Y1 is quasi-projective,
and since by Proposition 4.19, Y9 is projective relative to ¥; (being obtained by a sequence

of hyperplane cuts), it follows that Y, is quasi-projective.

Let X3 := Y9 - Hy, and note that this is a relatively projective subdivision of ¥y by the
same proposition. In particular, 33 itself is quasi-projective. The fan X3 is special in that if
Y if a subdivision of X3, then any cone in Y’ is included in one of the two half-spaces Har or

Hy defined by Hy.
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Let ¥4 be a rational triangulation of Y3 obtained from X3 by applying Proposition 4.4.
Note that ¥4 is obtained from X3 by blow-ups, thus, by Proposition 4.17, it is projective
relative to 3. In particular, it is quasi-projective.

Let X5 be a unimodular subdivision of ¥4, which exists by Proposition 4.22. The fan X5 is
therefore unimodular and quasi-projective, and it contains moreover a subdivision of ¥ x.

We now use Y5 to get a subdivision of X. Let X := w(X5 n Hyp).

Since Y5 is quasi-projective, the intersection Y5 N Hy is quasi-projective as well. Since X5
contains a subdivision of X x, it follows that X5 n H; contains a subdivision of Xx n Hy = X.

Passing now to the projection, we infer that X7 is quasi-projective and contains a subdivision
of X. More precisely, there exists a strictly convex function f on X; such that f.. is well-
defined.

Pick 0 in X3, and let o be a cone in X5 such that 7(c n Hy) = 6. Applying Proposition 4.5
to &' := 0 n Hy and to the hyperplane H;, given that o is included in the half-space defined
by Hp which contains §’, we infer that o = adh(R,§) = cone(d). Since o is unimodular, by
Corollary 4.25 we infer that d,.. is unimodular relative dr.

Let X2 . XlHX’

quasi-projective, and moreover, for any § € Xo, the cone §,., is unimodular relative to dr.

It follows that X5 is a subdivision of X which is rational, simplicial, and

At this moment, we are left to show the existence of a unimodular subdivision Y that is
projective relative to Xs. By Theorem 4.26, there exists an integer £ > 1 and a relatively
projective subdivision Y¢ of X ¢ such that Y is unimodular with respect to the lattice %Z".
Define Y := 7Tf_1(Yf). By Proposition 4.21, Y is projective relative to Xo, and so by quasi-
projectivity of Xo, it is quasi-projective itself. More precisely, there exists a function f strictly
convex on Y such that Y. is well-defined.

Using Remark 4.23, we infer that for each face § € Y, the cone d,.. is unimodular relative
to ¢, with respect to the lattice Z™ of R™. By Remark 4.27, this remains true for the lattice
L7m as well
z )

Applying Proposition 4.24, we finally conclude that Y is unimodular with respect to the
lattice %Z". At present, we have obtained a relatively projective subdivision Y of X which
is moreover quasi-projective and unimodular with respect to the lattice %Z". Moreover, it is
clear that Y. is a fan. This finishes the proof of Theorem 4.1. O

4.6. Unimodular triangulations preserving the recession fan. We finish this section
by presenting the proof of Theorem 4.2. We use the same notations as in the previous section
for external cones.

Proof of Theorem 4.2. Let 31 = cone(X). We know that ¥
Thus >4 is a fan.

| Hy = Xree is a unimodular fan.

By Proposition 4.4, we can construct a simplicial subdivision Yo of 3;. Moreover, since
faces of 3| H, Are already simplicial, the construction described in Proposition 4.4 does not
change this part of the fan, i.e., ZQ|HO = 21|H0.

In the same way, by Proposition 4.22, there exists a unimodular subdivision ¥3 of Y.
Moreover, since 3 Ho is unimodular, the same proposition ensures we can assume 3| Hy =
| Ho'

Set X7 = m(¥3 n Hy). Then X is a triangulation of X with X7 yec = Xiec.

By Theorem 4.26, there exists an integer £ > 1 and a subdivision Y of X; ¢ such that Y% is
unimodular with respect to the lattice %Z”. Define Y := W;l(Yf). Clearly, Yiee = X1 rec = Xiec-
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Using the same argument as in the final part of the proof of Theorem 4.1 in the previous
section, we infer that Y is unimodular, which concludes the proof. ]

5. TROPICAL STEENBRINK SPECTRAL SEQUENCE

Let V := R" be a vector space. Denote by N the lattice Z™ < V', thus V = Nr. Let Y be a
unimodular polyhedral complex of dimension d in Ng whose support ‘Y‘ is a smooth tropical
variety. Assume that the recession pseudo-fan of Y is a fan Y,... This fan induces a partial
compactification TPy, of R"™. Denote by X the extended polyhedral complex induced by Y

on the closure of Y in TPy, . Then, | X ‘ is a smooth compact tropical variety. To simplify
the notations, we will denote by X,.. the recession fan Y, of Y, and by TPy, the partial
compactification TPy, of R".

Recall from Section 2 that the space TPy, is naturally stratified by open strata INg for
0 € Xyee. If 0 € X, we denote by X the intersection of X with INg. Notice that X7 is a
unimodular simplicial complex of dimension d — |o|. In particular, X2 =Y. If § € X is a
face, we denote by sed(d) € X,e. its sedentarity: this is the unique cone o € X,.. such that the
relative interior of ¢ is in IVg.

Recall that for a simplicial polyhedron § in R", we defined d,,. and d¢ in Section 2. We
extend the definition to faces § of X of higher sedentarity as follows. By d,.. (resp. d¢) we mean

(6 ]\fﬂssd(é))reC (resp. (6 M Nﬁed(é))f) which belongs to the fun (X5¢4(®)) . (resp. (X%4(9));).
The maz-sedentarity of a face 0 € X that we denote by maxsed(d) is defined as

maxsed(0) := max{sed(’y) |y < (5}.

One verifies directly that we have maxsed(d) = sed(d) + drc and that this is the maximum
cone o € X, such that ¢ intersects Ng.

For each § € X, let 9 be the fan in Nﬂssd((s)/T(S induced by the star of § in X. Unimodu-

larity of X implies that the fan X¢ is unimodular. We denote as before by 3’ the canonical
compactification of X°.

We define the k-th cohomology H"(8) of ¥ by
{H’“/Q”“/Q(z‘s) ~ AF2(S9) if k is even

trop

@)= @ H(E) =

sk 0 otherwise

where the last equalities follows from Theorem 1.3, proved in [AP20D].

5.1. Basic maps. We define some basic maps between the cohomology groups associated to
faces of X.

5.1.1. The sign function. We will need to make the choice of a sign function for X. This is a
function

sign: {(y,é) eX xX | 'y<-6} — {—1,+1}

which takes a value sign(v,d) € {—1,+1} for a pair of faces 7,6 € X with v < §, and which
verifies the following property that we call the diamond property.

Definition 5.1 (Diamond property for a sign function). Let ¢ be a face of dimension at least
2 in X and v be a face of codimension 2 in §. The diamond property of polyhedra ensures
that there exist exactly two different faces v,~7" € X such that v < v,7' < §. Then, we require
the sign function to verify the following compatibility

sign(v, y)sign(y,0) = —sign(v,7")sign(y’, 6).
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Moreover, if e is an edge in X and if v and v are its extremities, then we require the sign
function to verify

sign(u, e) = —sign(v, e).

<&

For the existence, note that such a sign function can be easily defined by choosing an
orientation on each face.
From now on, we assume that a sign function for X has been fixed once for all.

5.1.2. The restriction and Gysin maps. If v and § are two faces with v <, we have the Gysin
map
Gysssn: HY(8) — H*(v),
and the restriction map
55 H(y) — H"(9),
where we define both maps to be zero if v and § do not have the same sedentarity. If «v and

6 have the same sedentarity, these maps correspond to the corresponding maps in the level of
Chow groups defined in Section 3.

Remark 5.2. We recall that if v and ¢ have the same sedentarity, using the isomorphism of the

Chow groups with the tropical cohomology groups, the two maps have the following equivalent
Sl
by

formulation. First, we get an inclusion 3" < 3°. To see this, note that § gives a ray p;/, in X7.

The above embedding identifies 3’ with the closure of the part of sedentarity ps/, in 57, The
restriction map iJ_, is then the restriction map H ) - HF (fé) induced by this inclusion.
. . c . . _ 98| — 9151 —k /=0
The Gysin map is the dual of the restriction map if_;: H2A=201=k(57) . [g2d=2101-k (5%
which by Poincaré duality for 5 and %7, is a map from H* (ié) to HF+2(Z7). o

In addition to the above two maps, if two faces v and § do not have the same sedentarity,

the projection map s : NHZEd(S) — N&ed(ﬁ/) induces an isomorphism % ~ 37, which leads

to an isomorphism of the canonical compactifications, and therefore of the corresponding
cohomology groups that we denote by

7y HY () = HY(9).
Remark 5.3. All the three above maps can be defined actually even if  is not of codimension
Lin 6. Note that in this case, the Gysin map is a map Gys,, . : HF () = HEF201=201(5) o
Let now S and T be two collections of faces of X. We can naturally define the map
i;,T: @'yES Hk(fY) - ®6GT Hk(5)7
by sending, for any v € S, any element 2 of H*(7) to the element
ig,T(x) = Z Sign(’%é) i:/<~6(x)>
oeT
§>ny

and extend it by linearity to the direct sum P, g HE (7).
In the same way, we define

GYSS,T : @555 Hk((s) - @'}/GT HIH_Q('Y)a
by setting for € H*(4), for 6 € S,

Gysgr(z) := Z sign(7, 0)Gysss (7).

~eT
d>ny
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Similarly, we get
FE’T: @,YGS HE(y) — @&eT HE(5).
In what follows, we will often extend maps in this way. Moreover, we will drop the indices
if they are clear from the context.

5.2. Combinatorial Steenbrink and the main theorem. Denote by X the set of faces
of X whose closures do not intersect the boundary of TPy, i.e., the set of compact faces of
Xo. Note that this was previously denoted by Xy ¢ that we now simplify to X¢ for the ease
of presentation.

In what follows, inspired by the shape of the first page of the Steenbrink spectral se-
quence [Ste76|, we define bigraded groups ST‘ll’b with a collection of maps between them. In
absence of a geometric framework reminiscent to the framework of degenerating families of
smooth complex projective varieties, the heart of this section is devoted to the study of this
combinatorial shadow in order to obtain interesting information about the geometry of X.

For all pair of integers a, b € Z, we define

ab a,b,s
ST9":= P ST}
s=lal

s=a (mod 2)

where
S-I-(ll,b,s _ @ Ha+b—3(5).

5€Xf
l6l=s

The bigraded groups STCf’b come with a collection of maps
jub*. STCf’b — ST?H’b and Gys™®: ST‘ll’b — ST(llH’b,

where both these maps are defined by our sign convention introduced in the previous section.
In practice, we drop the indices and denote simply by i* and Gys the corresponding maps.

Remark 5.4. More precisely, we could view the collection of maps i* and Gys bi-indexed by
a, b as maps of bidegree (1,0)

i =@ i @Sty — sty
a,b a,b a,b

and
Gys =P Gys™’: @ ST(f’b — P ST‘f’b. o
a,b a,b a,b
Proposition 5.5. The two collections of maps i* and Gys have the following properties.
i*oi* =0, Gys o Gys = 0, i* o Gys + Gyso i* = 0.
Proof. Section 5.10 is devoted to the proof of this proposition. O

We now define the differential d: S'I'Cf’b — ST(llH’b as the sum d = i* 4+ Gys. It follows from
the properties given in the above proposition that we have the following.

Proposition 5.6. For a unimodular triangulation of X and for any integer b, the differential
d makes SI'I’b into a cochain complex.

Remark 5.7. This proposition suggests ST}"* might be the first page of a spectral sequence
converging to the cohomology of X. We could think that such a spectral sequence could be
defined if we could deform infinitesimally the tropical variety. In the sequel we will only use
the property stated in the proposition, that the lines of ST{"* with the differential d form a
cochain complex, as well as certain combinatorial properties of these cochain complexes. ¢
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For a cochain complex (C*,d), denote by H*(C*®,d) its a-th cohomology group, i.e.,

Ho(C* ) = ker(d: c* — C“H)

Im(d: Co-1l — Ca) ‘

In this section we prove the following theorem, generalizing the main theorem of [ITKMZ19]
from approximable setting (when X arises as the tropicalization of a family of complex pro-
jective varieties) to any general smooth tropical variety.

Theorem 5.8 (Steenbrink-Tropical comparison theorem). The cohomology of (Srz’b,d) is

described as follows. For b odd, all the terms SI'CIL’b are zero, and the cohomology is vanishing.
For b even, let b= 2p for p e Z, then for q € Z, we have

HYP(STI,d) = HEG ().

trop

The rest of this section is devoted to the proof of Theorem 5.8.

In absence of a geometric framework reminiscent to the framework of degenerating families
of smooth complex projective varieties, the heart of our proof is devoted to introducing and
developing certain tools, constructions, and results about the combinatorial structure of the
Steenbrink spectral sequence.

Broadly speaking, the proof which follows is inspired by the one given in the approximable
case [[IKMZ19|, as well as by the ingredients in Deligne’s construction of the mixed Hodge struc-
ture on the cohomology of a smooth algebraic variety [Del71| and by Steenbrink’s construction
of the limit mixed Hodge structure on the special fiber of a semistable degeneration [Ste76],
both based on the use of the sheaf of logarithmic differentials and their corresponding spectral
sequences.

In particular, we are going to prove first an analogous result in the tropical setting of the
Deligne exact sequence which gives a resolution of the coefficient groups F? with cohomology

groups of the canonically compactified fans . The proof here is based on the use of Poincaré
duality and our Theorem 1.3, the tropical analog of Feichtner-Yuzvinsky theorem [FY04],
which provides a description of the tropical cohomology groups of the canonically compactified
fans. We then define a natural filtration that we call the tropical weight filtration or toric
weight filtration on the coefficient groups F?(-), inspired by the weight filtration on the sheaf
of logarithmic differentials, and study the corresponding spectral sequence. The resolution
of the coefficient groups given by the Deligne spectral resolution gives a double complex
which allows to calculate the cohomology of the graded cochain complex associated to the
weight filtration. We then show that the spectral sequence associated to the double complex
corresponding to the weight filtration which abuts to the tropical cohomology groups, abuts as
well to the cohomology groups of the Steenbrink cochain complex, which concludes the proof.
The proof of this last result is based on the use of our Spectral Resolution Lemma 5.25 which
allows to make a bridge between different spectral sequences.

5.3. Tropical Deligne resolution. Let ¥ be a smooth unimodular tropical fan. We follow
the notations of the previous section. In particular, for each cone o, we denote by X7 the
induced fan on the star of o in ¥, and by X7 its canonical compactification. We proved
in [AP20b] the following theorem.

Theorem 5.9 (Tropical Deligne resolution). We have the following exact sequence of Q-vector
spaces:
0—FP0) > @ H(0) > @ H0) =~ @ H?*0) - H?P(0) — 0,

oex oeX oex
lol=p lol=p—1 lol=1

where the maps between cohomology groups are given by Gys.
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5.4. Toric weight filtration on F?. In this section, we introduce a natural filtration on the
structure sheaf FP. This filtration could be regarded as the analog in polyhedral geometry
of the weight filtration on the sheaf QP (log X¢) of logarithmic differentials around the special
fiber Xg of a semistable degeneration X over the unit disk.

Let 0 be a face of the triangulation X of the tropical variety X. First we define a filtration
denoted by W, on FP(d), and then define the weight filtration W, by shifting the filtration
induced by W,.

The tangent space T¢ of § is naturally included in F;(d). More generally, for any integer
s, we have an inclusion AT < F4(d), which in turn gives an inclusion

INTo A Fp_s(6) < Fp(d)
for any non-negative integer s.

Definition 5.10. For any integer s > 0, define WSFP(& as follows
W.F?(5) := {a € FP(9) | restriction of o on subspace NHITOAF, o 1(8) of Fp(6) is trivial}.
o
Recall that for a pair of faces v < §, we denote by iJ_; the restriction map F?(y) — F?(4).

Proposition 5.11. Let v be a face of codimension one of §. We have the following two cases.

e Ifv and § have the same sedentarity, then the natural map i§<_5: FP(y) — FP(§) sends
W, 1FP(7) into W.FP(6).
e If~ and d do not have the same sedentarity, then the natural map 7r§<_5: FP(y) — FP(9)

sends W,FP(y) into W F?(5).

Proof. For the first point, let ns/,, be a primitive normal vector to Ty in Té. The map

F,(0) — Fp(y) restricted to the subspace NTT6 A F,_s—1(d) can be decomposed as the
composition of the following maps

NHTSAFp1(6) = NTy Angy AFp_ o 1(8) + N Ty A Fpos1(6)
— NTy Ang AT 1)+ N Ty AFp o 1(7) — NTy A Fps(v).

An element of Wwfs,le(v) is thus sent to an element of FP(J) which restricts to zero on the
subspace A*T'Td A F,_,_1(6), in other words, to an element of W,F?(4).

For the second point, the projection 755~ maps T4 onto T+. Thus, it also maps /\SHT(S
onto A°T'T~. The image of an element of W,FP(v) thus restricts to zero on AT, i.e., it is
an element of WF?(0). O

We now consider the graded pieces gr’V FP(§) := W.F?(5) / W._1F?(5).

For § € X, we denote as before by 0? the zero cone of the fan 29 induced by the triangulation
X around . The following proposition gives the description of the graded pieces of the
filtration.

Proposition 5.12. For each face §, we have
gr"FP(8) ~ N'T*6 @ FP~*(07).

Here T*0 is the cotangent space of the face d.
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In order to prove this proposition, we introduce some useful maps. Denote by w5 the

natural projection N&ed(a) — N[g. We choose a projection ps: N&ed(d) — T¢. Both projections

naturally extend to exterior algebras, and for any integer p, we get maps
ps: NG — AT,
g /\pNHied(é) — N'Ng.

Furthermore, we get a map

75 Fy(8) — Fy(0).

We have the corresponding pullback p} and 7§ between the corresponding dual spaces F?(9)
and F(0%). Moreover, if a € FP(6) is zero on TS A Fp,_1(8), since T§ = ker(rs), we can define
a natural pushforward 7. () of a in F,(0%). This leads to a map (in fact an isomorphism)

551 Wo(FP(6)) — FP(0°).

Proof of Proposition 5.12. Let o be an element of WSFP(é). Let u e A'TS. Recall that the
contraction of o by u is the multiform 8 := a(u A -) € FP7%(9).

Since o is in W,FP(6), and u A T4 A Fp s 1(6) € NT'T6 A F,_1(0), by definition of
the filtration W, the contracted multiform 3 is zero on Té A Fp_s_1(5). Thus, 8 € Wy(9).
Hence, we get a morphism

U WEP(5) — Hom( NS, Fp_S(Q5)> ~ NT*®FPs(0%),
a — (ur— 7m5e(a(un -))).
Notice that the kernel of U is I/IN/S,l(Fp((S)), i.e., its cokernel is gr?/(Fp(d)).

Set
d: NTSRFP4(0%), — FP()

r@y — p3(x) A 75 (y),
and extended by linearity.

One verifies directly that Im(¥) = W,FP(§), and ¥ o ® is identity on A*T*§ @ FP~5(0°%). In
particular, W is surjective. We thus infer that W induces an isomorphism between its cokernel
and A\’T*6 @ FP~%(0%). This concludes the proof as we have seen that its cokernel of ¥ is

gry’ (FP(6)). O

Definition 5.13 (Toric weight filtration). For each § € X, we define the tropical weight
filtration or toric weight filtration W, on FP(9) and its opposite filtration W* by

W.F?(8) = W,y15F7(8), and
WFP(8) = Wy FP(9),
for each integer s. o
Proposition 5.12 directly translates into the following facts about the filtration W*.

Corollary 5.14. The following holds.
(1) For each face 0, we have

gr;Fp((;) ~ /\\(ﬂ*ST*é ® Fp-‘rs—‘(ﬂ (Q(S)

(2) For inclusion of faces v < 0, the map FP(y) — FP(5) respects the filtration W*. In
particular, we get an application at each graded piece grs, FP () — gry, FP(9).
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5.4.1. Description of the restriction maps on graded pieces of the weight filtration. We would
now like to explicitly describe the map induced by i* on the level of graded pieces. In what
follows, we identify gr$, F?(8) with the decomposition A°~*T*§ @ FPT5=19(0%) and also, by
duality, with Hom(/\w_sTé, Frs=191(9) ) We call A°~*T*§ and FP+*=191(0%) the parallel

part and the transversal part of the graded piece of the filtration, respectively. We use the
notation oy, 3, etc. when referring to the elements of the parallel part, and use oy, 5, etc.
when referring to the elements of the transversal part. In particular, each element of the
graded piece is a sum of elements of the form o, ® o .

We denote by W, 5: W,FP(§) — gr;, FP(0) the projection. As we have seen in the proof of
Proposition 5.12, this map is explicitly described by

Vss: WFP(0) — gy FP(9)
a — (ur— m(afun ).

We also have a section @, s, which this time depends on the chosen projection ps, and which
is given by
O, 50 gry FP(6) — WPFP(0)

ay®ayr — pilay) Ami(ay).

Consider now two faces v < ¢ in X. We define two maps i} and i} between parallel and
transversal parts of the graded pieces as follows. For each non-negative integer ¢, the map

l;l/c . /\tT*'Y N /\t+1T*5
sends an element oy € A'T*y to the element §, = if(ay) of NTIT*§ defined as follows. The

multiform 3, is the unique element of /\HlT*(S which restricts to zero on /\t+1T’y under the
inclusion map ATy — APTS, and which verifies

By(uw A ng) = ay(u) forany ue NTy c NT6.

Here ng/, is any primitive normal vector to T~y in T4. In other words,

By = Pﬁ(a//)!m A ng/'y’
where nj I is the form on Té which vanishes on Ty and which takes value 1 on ng.,.
For any positive integer ¢, the other map

it: FI(07) — F1(0°)

between transversal parts is similarly defined as follows. This is the unique linear map which
sends an element o) of F(07) to the element 8, = i* (a;) which verifies

QL(esy A V) = BLlmy<s(v)) for any v e Fy_1(07).
Here, as in the previous sections, ¢;/, is the primitive vector of the ray ps, corresponding to

0 in X7, and 7m,<s is the projection from Y o 3 (along Res/ ), which naturally induces a

surjective map from Fy_1(07) — F;_1(0°). In other words, 3, is the pushforward by 7,4 of
the contraction of a; by e5/, (which is well-defined because ker 7, <5 = Res/, ).

Proposition 5.15. Let v < § be two faces in X. Notations as above, the induced map on
graded pieces gri, FP(y) — grs FP(0) is zero provided that sed(y) # sed(d). Otherwise, it
coincides with the map
27; ® ij_: /\lvl*ST*’y ® FP+S—|’Y|(QV) N ./\lélfsT*(; ® Fp+s—|6\(96)’
ay ® ay — sign(v,6) 8, ® B,

where B, = ij(ay) and B = if (aL).
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Proof. If sed(d) # sed(v), then the natural map F”(vy) — F(6) is 73 _,
onto W*TIFP(§). Thus, it induces the zero map on the graded pieces.

and it sends W*FP(y)

Assume sed(0) = sed(y). Let o = oy ® a; € grj, FP(7). By definition, the map induced by

i* on the graded pieces maps o onto Wy 50 i,”;<,5 o @, ,(a). To understand this image, take

an element u, ® uj in /\‘6|_5T5®Fp+8_|5\(95). By definition of W, 5 we get

Vsi1,50 15250 Psq(@) (0 @ur) = 1550 Psy(a) (w) A TL),
where 1 is any preimage of u; by ®, .. Then,
550 Paq(a) (W) AliL) = Byy(a) (w) A 1Y)
= (Pi(a//) A W;(O&)) (u// A ﬁL)-
Here, u, € /\w_sTé , and we have the decomposition

/\Id\—sTd _ /\\’yl—s-&-lT,)/@ /\|7|—5T7 A né/’yv
where ng/, is a primitive normal vector to T~ in T4. Thus, it suffices to study the following
two cases.
e Assume that u, = u), A ny/, with u/, € AT~ Since Ty = ker (., ), we get

(P3 () A 75 (ar)) (w) A gy ALY = ay(py(u))) - an(my(ng) A TiL))
= ay(u)) - ag(es)y A Ty (TL))
= B(a)) - Br(uy),
since u; = w), A ng/, and uy = 1y <5(my(U1)).

o If u, € ATy, since pi(ay) € /\I'yl_sNﬂzed(v), a part of u, must be evaluated by
75 (a). But this evaluation will be zero since T, = ker(m,). Thus,

0= (pf;(a//) AT (L)) (W), Ang, ATL)
= By(uy) - Br(ur).

In any case, the statement of the proposition holds. U

Using the above proposition, we identify in the sequel the graded pieces of the opposite
weight filtration and the maps between them by A"T*y ® F*(07) and maps between them.

5.5. Yoga of spectral sequences and proof of the main theorem. In this section,
we study the combinatorics behind the Steenbrink spectral sequence, and use this to prove
Theorem 5.8. We introduce two spectral sequences. One of these spectral sequences computes
the tropical cohomology Hﬁ’;p, and the another one computes the cohomology of the 2p-th
row of the tropical Steenbrink spectral sequence. We show that the two spectral sequences are
isomorphic in page one. Then using a spectral resolution lemma we generalize the isomorphism
in page one to all pages, from which we will deduce that these two cohomologies coincide as

stated by Theorem 5.8.
Consider first the cochain complex C*(X,FP) which calculates the tropical cohomology

groups H{;3 (X). By Corollary 5.14, the decreasing filtration W* on F? induces a decreasing

filtration on the cochain complex C*(X,F?). By an abuse of the notation, we denote this
filtration by W*. This leads to a spectral sequence

(5.1) C)* — H*(X,FP) = HI® (X)

p trop
where

b = CT X E) = ) NTIRF()

oeX
[6l=a+b
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FIGURE 2. The zero-th page of the tropical spectral sequence ,C3* over FP.

p
P NToF (%) -ZF @ AT Fr(0) @ NTRF(0°)
161=0 - 161=1 161=d—p
lly@ﬁ l l
(_B /\1T*(5®Fp_1(96) 77777 N <_D /\IT*(S@Fp—l(Qé) C_D /\IT*6®FP—1(Q<3)

i | i

(_B /\pT*(5®FO(Qé) 777777 ; @ /\pT*5®FO(96) @ /\pT*6®FO(Q6)

[6l=p [6l=p+1 [6l=d

and the differentials in page zero, which are of bidegree (0, 1), are given by Proposition 5.15.
We call this the tropical spectral sequence. The zero-th page of this spectral sequence is given
in Figure 2. The dashed arrows correspond to the maps of the first page. The explicit form
of all these maps appear later in this section.

Before introducing the second spectral sequence, let us consider the 2p-th row ST I’2p of the
Steenbrink spectral sequence. This row can be decomposed into a double complex as follows.
We define the double complex ,5t** by

@D sex, HP(S) ifa=0andb<p,
pSt“’b = |6l=p+a—b
0 otherwise,

whose differential of bidegree (1,0) is i* and whose differential of bidegree (0,1) is Gys. From

the identification
psta,b _ S-ra+bfp,2p,p+afb’

and the following equivalence
p+ta—b=la+b—p|/<=a=0andb<p,
we deduce that
STH? = Tot* (,5t™*)[p].
The double complex ,5t** is represented in Figure 3.
Finally, we introduce another double complex p§°", which will play the role of a bridge

between ,Sty* and ,C3"* via Proposition 5.16 and Theorem 5.17 below. Recall that for 6 € X,
the max-sedentarity of ¢ is defined by

maxsed () := max{sed(z) | z € 0} € Xiec.
The double complex p§"' is defined by

p§o,o — @ p§o’,o,o

c€Xrec

where, for o € X,.., we set

seX H2b(5) if b < p,
~—oab maxsed(d)=0
pStU’a’ = [§l=p+a—0b
[6recl<a

0 otherwise.
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FIGURE 3. The p-th unfolded Steenbrink double complex ,St®*.

@ HG) —= P H®) @ H()
6eXyg 0eXyg oeXy

[6l=p [8l=p+1 [81=d

| | |

@ H*(6) —— P H*(6) @ H?()
6eXy 0eXyg oeXy
[6l=p—1 [8l=p [0l=d—1

i S i
! L

@ H7(6) —— @ H*() @ =)
6EXf 5EX; 56X;
161=0 [61=1 [8l=d—p

FIGURE 4. The p-th extended Steenbrink double complex p§"'. The filtration

by columns gives the spectral sequence i§:". Note that here, Gys has to be
restricted to pairs of faces with the same max-sedentarity.

@ HG) S @ HOWG) @ H©G)
[6l=p [0l=p+1 [6l=d
600 1<0 [dop <1 [dop | <d—

or L |

D H() —— D H(©) D H(©)
[6l=p—1 |61=p [6l=d—1
[6001<0 [6o01<1 [600|<d—p

: S i
! L

D H?(0) — D H”() O H7()
161=0 161=1 18]=d—p
[6001<0 [6o0l<1 1600 | <d—p

On p§"7"', the differentials of bidegree (0, 1) are given by Gys, and those of bidegree (1,0) are
given by i* + 7*. Note that, on the whole complex p§”‘, no differentials goes from p§" *:® to
p§"/"" if 0 # o’. In other words, the differentials Gys and i* are restricted to those pairs of
faces v < 0 such that maxsed(y) = maxsed(d) and sed(y) = sed(d), or equivalently such that
[Yrec| = 10rec| and sed(vy) = sed(9).

The total double complex p§"' is represented in Figure 4.

For the cone 0 of X, the double complex p§97"‘ is described as follows. Faces 0 such that
maxsed(d) = 0 are exactly faces of Xr. Moreover, this implies that [0,.] = 0. Thus, [0 < a
is equivalent to @ = 0. Hence,

G000 [N}
pSot = St
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For any non-zero cone o € X, we have the following result whose proof will be given at
the end of this section.

Proposition 5.16. Let 0 € X,..\{0}. Then the cohomology of Tot'(p§""") is zero.

Proof. Section 5.9 is devoted to the proof of this proposition. O

Filtration by columns of the double complex p§"’ gives a spectral sequence ;§6", which

abuts to the cohomology of the total complex of p§"'. By the previous discussion and
Proposition 5.16, this cohomology is just the cohomology of Tot*(,St**), i.e.,

(5.2) LSty — H*(Tot*(,5t")) = H*(ST}™)[~p).

The link between the two spectral sequences pC:" and i§:" is summarized by the following
theorem.

Theorem 5.17. The Tropical Deligne exact sequence induces compatible canonical isomor-
phisms

between the k-th pages for any k = 1.

Proof. Section 5.6 is devoted to the proof of the isomorphism between first pages, and Sec-
tion 5.8 extends the isomorphism to further pages. O

We can now present the proof of the main theorem of this section.

Proof of Theorem 5.8. We recall that we have to prove

H* (ST, d)[—p] = Hig (%)

trop
By Theorem 5.17, we have

.7. ~ l7.7.
pCre = pSt

for any k > 0. In particular, both spectral sequences have the same abutment. This implies
y (5.1) and (5.2) that we have a (non-canonical) isomorphism
° .2 ,®
H (STl pad)[_p] = Hfrop(%)' U
Remark 5.18. We note that though we cannot expect to have a canonical isomorphism
H*(ST}?, d)[—p] ~ HE? (%), the isomorphism

trop

° .,2 ,®
gI‘i—‘H (Srl pad)[_p] = gerHgop(%)
between the graduations is canonical for any s. Here the filtration F'® is the filtration induced
by columns of ,St**. The isomorphism between the two cohomology groups above should
depend on the data of a smooth deformation of X. o

In the remaining of this section, we present the proofs of Theorem 5.17, Proposition 5.16
and Proposition 5.5.
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5.6. From ,C7° to ;§I’°. In this section and the two following ones, we prove Theorem 5.17,

which states that pC;" is canonically isomorphic to p§;" for kK = 1. As a warm-up, in this
section, we study the case of the first page k = 1. Some of the results and constructions in this
section will be used in the next section to achieve the isomorphism of other pages. In order
to keep the reading flow, a few technical points of this section will be treated in Appendix 10.

We have to prove that, for every integer a, the cochain complex

pcg,o: 0 — @ /\OT*5®Fp(05 @ /\T*(S@Fp 1(05)
l6l=a I6l=a+1
> P NTHYRF () -0
|6l=a+p
is quasi-isomorphic to
St 0> P H'6)—> P HY)—-— D H™O)

[6l=p+a [§l=p+a—1 [6l=a
[6recl<a [6recl<a [drecl<a

Moreover, the induced isomorphisms in cohomology must commute with the differentials of
degree (1,0) on the respective first pages:

a,e a+1,e
pcl pcl

L 5

lsta- i* 4k lsta+1o

In order to calculate the cohomology of the first cochain complex, we use the tropical Deligne
resolution. Applying that exact sequence to the unimodular fan %% and to any integer s, we
get the exact sequence

0— F 0(5 @ HO @ HZ({)_)_) @ H?S—Q(C)_)HQS(Q5)_)O‘
Cex® Cex? Cex®
\Celzs \C|i871 \C€|:1

Given the correspondence between cones ¢ € ¥, and faces n € X which contain &, with the
same sedentarity, we rewrite the exact sequence above in the form

0-F@0)-> @ HGm—- & H@m- -~ @ H*72(n) — H*(5) — 0.
n>0 n>9
Inl=s+14] Inl=s—1+14] \77| 1+\5|
sed(n) = sed(d) sed(n) = sed(d) sed(n) = sed(d)

Replacing now each F* (Q‘s) in ng" by the resolution given by the tropical Deligne complex,

we get the double complex an’b/ whose total complex has the same cohomology as ,C**. More
precisely, define the double complex ,D** as follows.

an’bl = @ /\bT*5® ( @ H%I(n)).
|0l=a+b >4
Inl=p+a—b'
sed(n)=sed(d)
The differential d’ of bidegree (0,1) comes from the Deligne sequence and is id ® Gys. The
differential of bidegree (1,0) is defined as follows, thanks to the map ij: N\'T*y — NS
which has been defined right before Proposition 5.15. The differential d of bidegree (1,0) is
chosen to be i} ® id (extended using our sign function as in Section 5.1) on rows with even
indices and to be — i} ®id on rows with odd indices. More concisely, we set

d:=(-1)"i* ®id.
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Proposition 5.19. We have dd’ + d'd = 0. Moreover, the inclusion (,C*°, i} ® if) —
(,D*,d’) is a morphism of cochain complexes.

Proof. This follows by a simple computation. The details are given in Appendix 10. O

By the exactness of the tropical Deligne sequence that we proved in Proposition 5.9, we
know that the b-th column of aD8’° of ,Dg’* is a right resolution of pCS’b.

We claim the following result.
Proposition 5.20. The b'-th row aDa’bl of oD¢° is a right resolution of p§g’b/.

The proof of this proposition is given in Section 5.7. Admitting this result for the moment,
we explain how to finish the proof of the isomorphism between first pages. We will need the
following Lemma, which seems to be folklore, for which we provide a proof.

Lemma 5.21 (Zigzag isomorphism). Let A*® be a double complex of differentials d and d' of
respective degree (1,0) and (0,1). Assume that

e dd +d'd=0
APY =0 ifb<0 ort <O,
AP* is exact if b > 0,
A*Y s exact if b > 0.
Then, there is a canonical isomorphism

H.(AO’.) ~ H.(A.’O).

Moreover, if B®® is another double complex with the same property, and if ®: A** — B**
is a morphism of double complezes, then the following diagram commutes.

H.(AO,Q) L Ho(BO,o)
L I
H'(A.’O) L H.(B"O)

where ® denotes the induced maps on the cohomologies. This also holds if ® anticommutes
with the differentials.

The isomorphism H*(A%*) ~ H*(A*?) comes from the inclusions
(A%, d) — (Tot(A™*,d +d')) — (A", d)
which are both quasi-isomorphisms. In the following, we give a canonical description of this
isomorphism.

Let b be a non-negative integer and b’ be any integer. Define

Lb’b/ — kel‘(dd/) N Ab7b/ ind Rb,b/ _ ker(d) A ker(d’) A Ab,b’+1
(Im(d) + Im(d")) n APV Tm(dd’) A AbY+1

We claim the following.

Claim 5.22. Notations as in Lemma 5.21, the map d’ induces an isomorphism
Lb’b/ ~ Rb’b/
@ '

Proof. Let y be an element of ker(d) n ker(d’) n A»Y*+1. By the exactness of the b-th column,
there exists a preimage x of y by d’. Moreover, x € ker(dd’) n ALY Hence, d’ is surjective
from ker(dd’) n A% to ker(d) nker(d’) n APY*+1 From the trivial identity Im(dd’) = d’Im(d),
we get

d'~!(Im(dd’) A AP L) = (Tm(d) + ker(d')) n APY = (Tm(d) + Im(d)) n APY.
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This gives the isomorphism d’: LoV ~, RO+ g

Proof of Lemma 5.21. Let b be a non-negative and o’ be any integer. By the previous claim,
we have an isomorphism d’: L? =~ ROV+1

By symmetry, if b’ is non-negative and b is any integer, we get a second isomorphism
d: Lo =~ ROFLY Thus, for any non-negative integer k, we obtain a zigzag of isomorphisms:

° . e | k0

e o o>
L Lk,O ~ Rk,l ~ Lk‘fl,l ~ Rk*l,Z ~ . ~ Rl,k ~ LO,k.
. —>0 ° d’ —d d’ —d d’ —d

!

Notice that we take —d and not d. We refer to Remark 5.23 for an explanation of this choice.

LO:k » . .

Since d’ is injective on A*° and since Im(d’) n A*? = {0}, we obtain
k0 ker(dd’) n A0  ker(d) n ARO

- k/pe0
- (Im(d) + Im(d)) n ARO T Tm(d) A ARO T HE(A™).

By a symmetric argument, L% = H¥(A%®). This gives an isomorphism
Hk(Ao,O) o~ Hk(AO,o).
The second part of the lemma is clear from the above claim and the preceding arguments. (In
the case ® anticommutes, the commutative diagram holds for (—1)?+"® which commutes.) [

Remark 5.23. We now explain why we choose the isomorphisms d’ and —d in the above
proof. Let a € RF7#+1 The zigzag map sends a to b € L*=%% such that d’b = a, and also to
o = —dbe REHLE Thus, a —a’ = (d + d')b € Im(d + d’). Moreover, by the definition of
R**, it is clear that a and a’ belong to ker(d + d’). Hence, a and o’ are two representatives of
the same element of

HF Y (Tot(A**,d + d')),
i.e., the zigzag isomorphism is just identity on the cohomology of A®*°. o
Proof of Theorem 5.17 in page one. Define the double complex aAb’b/ by shifting the double
complex ,D*" by the vector (1,1) and by inserting the the complexes »Co*[—1] and Sty *[—1]
as the zero-th row and the zero-th column, respectively. More precisely, we set
0 ifb<Oord <0,
psg’bjl if o =0
LSEVTh b =0
DU Y= if b > 0 and B > 0,
with the corresponding differentials d and d’ of respective bidegree (1,0) and (0, 1) such that
.70 _ ,o—l
aA - pcg )

Ambl — (pggyb,—l N aD.71,b/*1> Vb/ > 1’

by _
aA -

Ale — p§8"_1, and

R e i IR U3 §

a

One can easily extend Proposition 5.19 to get that d and d’ commute (the details are given
in Appendix 10). Moreover, by the exactness of Deligne sequence and by Proposition 5.20,
all rows but the 0-th one and all columns but the 0-th one are exact. Thus we can apply
Lemma 5.21 to get an isomorphism

H* (,A0) = H*(,A™).
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Looking at the definition of ;A®* up to a shift by 1, this isomorphism is just what we want,
i.e., the following isomorphism in page one.

a,® ~ C+a,®

It remains to prove the commutativity of the following diagram.

¥4 1
cpe —5 Cpe

L L

ista,- ¥ ista+lo

To prove this, we construct two anticommutative morphisms of double complexes.

The first morphism corresponds to 7* and is naturally defined as follows. On pC“’b it is given
by 7*®id, on p§“’b/ it equals 7*, and on an’b' it is defined by 7*®id. The anticommutativity
properties are easy to check.

The second morphism, which we denote d!, corresponds to i* and is defined as follows. To
keep the reading flow, we postpone the proof that d' is indeed a morphism and more details
about the construction to Appendix 10.

For each face 0 € X, let ps: Nﬂied((s) — Ty be a projection as defined just after Proposi-
tion 5.12. Assume moreover that the projections are compatible in the following sense:

e if v < 4 have not the same sedentarity, then myoq(5)<sed(y)Ps = PyTsed(5)<sed(v): Where

Tsed(8)<-sed(y) * Nﬂsged(é) — Nﬂied(w is the natural projection;

o if v <4, then pyps = p,.

For instance, we can choose an inner product on N and extend it naturally on all the
strata INg for 0 € X,... Then, if the projections ps are chosen to be the orthogonal projections
with respect to this inner product, then they are compatible in the above sense.

With these conventions, we define d! on p§a’b/ by d!:= i*. On pCa’b, let a®fB e NT*y®
FP~%(07), where § >~ is a pair of faces of same sedentarity and |y| = a + b. Then the part of
its image by d! in A’T*6 @ F?~(0%) is defined by

(5.3) sign (7, 6)py [15(@0) ® (u = 75 p(w)),

where, for u € FP~°(0%), the multivector u’ denotes the only element of AP~ ker( (py) such
that m5(u’) = u (one can check that ue F,_y(7)).

On an’b/, let a®x € /\bT*'y ® H2b/(n) where 1 > ~ is a face of dimension |y| +p—b— 1.
Then the part of its image by d' in /\bT*é ® H? (1), with p > 6, is given by

sign (7, 1)ng 1 (Ps (1)) [5 (@) ® 1<, (2),

where u is a vector going from any point of T+ to the vertex of u which is not in 7.

We will prove in Appendix 10 that this map is indeed a morphism, and that the induced
map on the first page pC'f" is equal to the differential corresponding to i* given by the spectral
sequence. This concludes the proof of the proposition. ]

5.7. Proof of Proposition 5.20. In order to conclude the proof of isomorphism between the
first pages,we are thus left to prove Proposition 5.20. This proposition claims the exactness
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of the following sequence for any integer b’:

0- @ B0 D /\0T*5®<@H2y(”)>_’ D /\IT*‘S@(@H%(”)) -

Inl=p+a—t' l6l=a n>4 [6l=a+1 n>0
nel<a Inl=p+a—b' Inl=p+a—b
sed(n)=sed(d) sed(n)=sed(d)

- @ NTe (@Y W) o
[§l=a+p—b n>8
Inl=p+a—b
sed(n)=sed(d)
where we recall that the maps are i} ® id and that the relations 7 > ¢ only concern those
faces which have the same sedentarity sed(n) = sed(d).

As the form of each term suggests, we can decompose this sequence as a direct sum of
sequences over fixed 1 of dimension s := p +a — b’ as follows:

@ <O — R —» @ /\OT*(S - (_D /\lT*(S N (‘D /\p_b/T*a N O) ® H2b/(7]),
Inl=s d<n d<n 5<n
[6l=a [6l=a+1 [6l=s

where

_ 1 lf |77rec| < a,
" 10 otherwise.

Therefore, the following result clearly implies Proposition 5.20.

Proposition 5.24. For each pair of non-negative integers v < mn, and for each (simplicial)
unimodular polyhedron n of dimension n, the cochain complex

Crn):0— P NTO[-r] — D AT[-r—1]—...— P A" T*[-n] — 0,

o<n o<mn o<n
[6l=r [6l=r+1 [6l=n

*

whose maps are given by iy,

has cohomology

R[—T] Zf |77rec| < rv
0 if Mrecl > 7.

Proof. We will reduce the statement to the computation of some appropriate cohomology
groups of the tropical projective spaces.

We begin with the case |n..| = 0, i.e.,  is a unimodular simplex. Let us study the dual
complex instead, which using the duality between A'T*8 and A°~"T*§ for each simplex 4,
has the following form

0— @ N T*6[—n] — 6—) NT[-n+1]— ... — @ N T*6[—r] — 0.
o<n 6<n o<n
[6l=n I6l=n—1 [6l=r
The maps in this complex are induced by restriction map N T*§ — N T*C for inclusion of
faces ¢ < J, extended with sign according to our convention in Section 5.1.

For the ease of arguments, it will be convenient to choose an inner product {-,-» on Tn.
This inner product restricts to T9 for each face § and extends naturally to multivectors. More
precisely, for any collection of vectors uq,...,ug,v1,..., v, We set

<U1 AN ANUE, V1 N e /\Uk> = det(((ui,vp)lg’jgk).

Let v <0 be a pair of faces. We define ps..: Td — T+ to be the orthogonal projection and
naturally extend it to multivectors in the exterior algebra.
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Let « € \'T*§. We denote by a* the dual multivector of «, defined by the property
a(u) = (o*, w)

for any ue N\'T9.
Moreover, we denote by oz|,y the restriction of @ on /\'Tv. By adjunction property, we get

the following equality:

p6~>'y(a*) = (0"7)

Indeed, for any ue N'Ty < N T4, we have

al (u) = a(u) = (a*,w) = (ps>y (@), ).

This implies that the linear map which sends o — a* provides an isomorphism between the
two following complexes: our original complex on one side,

0— P ANT— P AT— -+ — P NTE—0,
d<n d<n 6<n
18l=n [8l=n—1 1§1=r
and its dual

0— P ANTs— P ATS— - — P NTs— 0.

o<n o<n o<n
[6l=n [l=n—1 [6l=r

Note that the maps of the second complex are given by the orthogonal projections p.

We claim that the second complex above computes H/:> (TP"), which leads the result.

trop
Indeed, the only non-trivial cohomology groups of TP" are H{;5 (TP") ~ R for 0 < p < n.
Denote by dg, ..., d, all the faces of codimension one of 7. For each §;, let £; be the affine

map on 7 which is identically equal to 1 on J; and takes value 0 on the opposite vertex to
8;. Let £9 € T*n be the linear map corresponding to ¢;. It is easy to see that N 29 = 0. Set
u; == (£9)* € Tn. Let (eq,...,en) be the standard basis of R". We get a linear isomorphism
Tn = Ng = R""!/(1,...,1) by mapping the u; to e; seen in Ng. The family (e;); induce a
natural compactification of Ng into TP", and each face ¢ of 1 corresponds to a stratum Nsg
of dimension [§|. Moreover, the linear isomorphism T#n = Ng induces a linear isomorphism
Té = Nsr. The projections 7 on TP" and p on 1 commute with these isomorphisms. Thus
we get an isomorphism between complexes:

0— P ANTs— P AT6— -+ — P NTs —0,

o<n o<n o<n
[6l=n [§l=n—1 [6l=r

0— F'(Ng) — P F(Nsg) — -+ — P F'(Nsg) — 0.
o<mn o<n
[§l=n—1 [8l=r

The second complex is just the tropical simplicial complex of TIP" for the coarsest simplicial

subdivision. Hence, its cohomology is Hy,o,(TP") = R[—r]. These concludes the case |7l =
0.

It remains to generalize to any simplicial polyhedron 7. If n = p is a ray, by a direct
computation, the proposition holds: H*(Cj(p)) is trivial and H*(C7(p)) = R[—1]. In general,
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7 is isomorphic to nf X p x -+ - x p, where p is a ray and m := |9,.|. Moreover,
|

m times

G~ @ CLuN®CLE® -, (o).

7040 T'm =0
ro+ -+ rm=r
By the Kiinneth formula for cochain complexes of vector spaces, this decomposition also holds
for cohomology. I.e., we have

)~ @ HY(C ) ® H(C(p) ® - ® H(CL (0).
ro o
Looking at the cohomology of the rays, all terms are trivial except the term of indices r| =
co=1ry, =1and rg =7 —m if m < r. In this case, we get

H*(C2 () ~ H*(C7_(nr)) ® H*(C ()P
~ R[—r 4+ m] @ R[-1]®™
H*(C7(n) = R[—r].

This concludes the proof of the proposition. O

We have so far proved that the first pages of ,C** and of p§‘7’ coincide. Unfortunately,
this is not sufficient in general to conclude that the two spectral sequences have the same
abutment. Thus, we have to extend the isomorphism to further pages. A direct use of the
zigzag lemma on further pages is tedious. Therefore, in the next section, we present a proof
using a kind of generalization of the zigzag lemma.

5.8. Isomorphisms on further pages. In this section, we achieve the proof of Theorem 5.17.
To do so, we start by stating a general lemma about spectral sequences which we call the
spectral resolution lemma. Roughly speaking, this lemma states that, under some natural
assumptions, a resolution of a spectral sequence results in another spectral sequence which
coincides with the first one on any further pages.

To prove Theorem 5.17, we will apply this lemma to the triply indexed differential complex
(,D**,0 = d' + 7* + d + d') introduced above (actually a slight modification obtained by
inserting the Steenbrink and tropical sequences). This triply indexed complex plays the role

of a bridge between the two spectral sequences ,C** and ;§'7'. In fact, as we will show below,
it provides a spectral resolution, in a sense which will be made precise in a moment, of both
the spectral sequences at the same time. Thus, applying the spectral resolution lemma allows
to directly conclude the proof of Theorem 5.17.

Though the method presented below gives an alternate proof of the isomorphism in page
one, independent of the one given in the previous section, the intermediate results of the
previous section will be crucial in showing the stated resolution property, and so to verify
the assumption of the spectral resolution lemma. In a sense, this lemma stands upon the
basic case treated in the previous section. Moreover, as the proof of the spectral resolution
lemma shows, this lemma can be regarded as a generalization of the zig-zag lemma used in
the previous section.

5.8.1. Triply indexed differential complexes. Before we state the lemma, we introduce some
conventions. By a triply indexed differential complex (E***,0), we mean

e E®Y¢ — 0 unless a, b, ¢ = 0;
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e the map 0: E*** — E®*** is of degree one, i.e., it can be decomposed as follows:

i,5,k ;
0= @ 0"7" . with
i,j,k€EZ
i+jtk=1
VijkeZ, 0= @ 0F| .,
a,b,ceZ
7j7k

where ¢’ |ga.be is & map from Eabe to Eatibtictk,

e we have 00 = 0.

With these assumptions, the total complex Tot®(E***) becomes a differential complex.

The filtration induced by the first index on E**° is by definition the decreasing filtration

E®*® — EZO,.,. ) E>17.’. > E22’.’. o...,

where
E=a.%0 _ @ Eal"".
a’'>a
Notice that the differential ¢ preserves the filtration induced by the first index if and only
if 0»3F = 0 for any i < 0. In such a case, we denote by IE(')" the 0-th page of the induced
spectral sequence abutting to the cohomology of the total complex Tot®(E®***). It has the
following shape:

IEg,b _ TOta+b(Ea’.’.) _ @ Ea>m.n
m,n
m+n=b

19 .= Z o0t

J,leZ
The k-th page of this spectral is denoted by IE;".

endowed with the differential

We use analogous conventions as above to define bi-indexed differential complexes.

5.8.2. Statement of the spectral resolution lemma. Let (C**,;d) be a bi-indexed differential
complex. We assume that d preserves the filtration induced by the first index, i.e., we assume
d» =0ifi <0.

A spectral resolution of (C**,d) is a triply indexed differential complex (E***,d) which
verifies the following properties enumerated R1-R4:

(R1) There is an inclusion i: C** — E**Y < E*** which respects the bi-indices, i.e., such
that id = @i (here 0 is not restricted to E**0).

(R2) The differential ¢ of E***® preserves the filtration induced by the first index, i.e., we
have 0%F = 0 if i < 0.

(R3) We have 0%9% = 0 if k > 2.

Denote by 05 := 0%%1. From the fact that ¢ is a differential and the assumptions above, we
deduce that d303 = 0. Finally, we assume the following resolution property.

(R4) For any a,b in Z, the differential complex (E4%*, 03|gab,+) 18 a right resolution of cob,

Lemma 5.25 (Spectral resolution lemma). Let (C**,d) be a bi-indexed complex such that
the differential d preserves the filtration induced by the first index. Let (E***,0) be a spectral
resolution of C'*°.

Denote by 'E** and 'C** the spectral sequences induced by the filtration by the first indices
on E*** and C*°*, respectively. Then, the inclusion i: C** — FE®** induces canonical
compatible isomorphisms

IC]::,O ~ IE]:,Q
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between k-th pages of the two spectral sequences for any values of k = 1.
We assume for the moment this lemma and finish the proof of Theorem 5.17.

5.8.3. Proof of Theorem 5.17. We use the notations of Section 5.6. We will apply the spectral
resolution lemma twice in order to achieve the isomorphism of pages staged in the theorem.

We start by gathering the double complexes ,D** together for all a in order to construct a
triply indexed differential complex (D*** 0) as follows. First, set

/ /
Da,b,b =, Db,b

and let the two differentials of multidegrees (0,1,0) and (0,0,1) be equal to the differentials
d and d’ of the double complexes ,D**.

In the course of proving the isomorphism between the first pages of the spectral sequences
in Theorem 5.17, we introduced in Section 5.6 two anticommutative morphisms 7* and d' of
multidegree (1,0,0) from ,D** — , D*°.

Weset 0 =d! + 7% +d+d.
Proposition 5.26. We have 00 = 0.

Proof. The proof consists of calculating directly all the terms which appear in this decompo-
sition. This will be explained in Appendix 10. U

Denote by ,C** the bi-indexed complex pC(']" which is endowed with the differential d! +
7* +d, where d*, 7* and d are the maps defined on A*° = Tot®(,C**) in the previous section
that we restrict to its zero-th row.

The inclusion A*? — A®! gives an inclusion of complexes of ,C*¢ into ,.D***. Moreover,
for any integers a and b, the complex (D%**", d’) is the Deligne resolution of ng’b. Thus we
can apply the spectral resolution lemma. This gives canonical isomorphisms

(5.4) VEk=>1, ,Cp*~'D;".

A priori, ;C;" could be different from pC,'C". So it might appear somehow surprising to see
that they are actually equal thanks to the following proposition.

Proposition 5.27. The natural isomorphism C’fr’(;p

filtered differential complexes. Here C’fr’;p comes with differential Oyrop and weight filtration
W*, the differential on Tot®(,C**) is di + 7 + d and the filtration is induced by the first

ndex.

= Tot*(,C**) is an isomorphism of

Proof. The proof of this proposition is given in Appendix 10. O

In the same way, from Section 5.6, we deduce an inclusion of complexes of ,St**, with the
usual differentials Gys and i* + 7*, into D***. Moreover, by Proposition 5.20, proved in

Section 5.7, for any pair of integers a and ', the complex (Da’"bl7 d) is a resolution of p§g’b/.

Thus, by applying again the spectral resolution lemma, we get canonical isomorphisms

l*o,o ~ Ine,e
(5.5) Vik=1, St ~'Dp".
From (5.4) and (5.5), we infer canonical isomorphisms

o l*o,c
pCr = ot
between k-th pages for any k > 1 of the two spectral sequences, which concludes the proof of
Theorem 5.17. (|
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5.8.4. Proof of the spectral resolution lemma. In this section we prove the resolution lemma.
Assume that i: C** — A®*0 < A®** is a spectral resolution of the bi-indexed differential
complex C*°.

Proof of Lemma 5.25. Let k = 1. By construction of the pages of the spectral sequences, we
have

{:c € Tot“”’(E'v'v') A EZa:%® | or € E>a+k,.,.}
E>a+17'7' + aEZG‘—k‘-i-l,o,o .

Ipab

E. =
(To be more rigorous, we should replace here the denominator by the intersection of the
numerator with the denominator.)

The idea is to prove that one can take a representative of the above quotient in the image
of i. To do so, we use the following induction which can be seen as a generalization of the
zigzag lemma.

Claim 5.28. Let a be an integer. The following quotient
{x € Tota“’(E'v'v') A EZ%%* | ox € E>a+k,.,.}

E>a+k’.’. + aEBa—k-i-l,o,o + i(C}a,.)

18 zero.

Notice that, in the denominator, we did not use EZ*5** but E=*+5:**  Doing so we get a
stronger result which will be needed later.

Let x be an element of the numerator of the following quotient. We first explain how to
associate a vector in Z? to any x in the numerator. Endowing Z? with the lexicographic order,
and proceeding by induction on the lexicographical order of vectors associated to the elements
x, we show that x is zero in the quotient.

We decompose x as follows

a,B,c
T = Z TaB,cr Tap,.c€E Be,
a,B,ceZ
aza
a+fB+c=a+b

Let o be smallest integer such that there exists 3, c € Z with z, 5. # 0. Note that if no such

« exists, then z = 0 and we are done. Having chosen «, let now ¢ be the largest integer such
that x4 8. # 0 for § = a + b — a —c. We associate to = the vector (—c,c).

In order to prove the claim for a fixed value of a, we proceed by induction on the lexico-
graphic order of the associated vectors (—a,c¢). Given a vector (—a,c), in what follows, we
set B:=a+b—a—c.

Base of the induction: o = a + k. Writing & = &y, np for T, np € E™™P we see by the
choice of a that m > o > a + k for all non-zero terms @y, 5, it follows that all these terms
belong to E>***** and so x obviously belongs to the denominator.

first case: a < a+k and ¢ > 0. Denote by y = > yn g~ the boundary dz of x. Then,
since 0z belongs to EZ*t5** the element Yo, B,c+1 Must be zero. Moreover, since b —
if ¢ =2 orad <0, the part y, gc41 of y must be equal to 03(z4,5,.). Thus 43, is in the
kernel of d3. Since (E“%*, d3) is a resolution, we can take a preimage z of Ta,B,c I Exfe-l
for 03. Then

0z € QEZ®®® < gEZak+1ee,

Thus, x is equivalent to 2/ = x — 0z, the vector associated to 2’ is strictly smaller than (—a, c),
and we conclude again by the the hypothesis of our induction for z’.
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second case: o < a + k and ¢ = 0. We can follow the arguments used in the second case
above up to the moment z, g0 € ker(d3). Then, z, g0 belongs to i(C**). Since i(C>**) is
in the denominator, we can subtract z, 50 from x and conclude by induction.

In any case, we have proved z is equal to zero and the claim follows. As a consequence, we
infer that

{J; € Tot®™P(E®**) n EZ%** | oz € E>"’+k""} A Im(i)

(E>a+1,c,o + aEZakarl,o,o) A Im( i)

Ia,b
(5.6) ESP =

This has to be compared with

{Z € TOt(H_b(C"') A CZ%® | dz e C?a—i—k,o}
C=a+le o JOC=a—k+1,e :

b
Icz, _

From id = 01, we get that the induced map i: IEZ’b — ICZ’b is well-defined. Moreover, it is
now clear that this map is surjective. For the injectivity, we have to work a bit more on the
denominator of IEZ’b.

Let x be an element of the intersection of the denominator with the numerator of (5.6). In
particular, we have z € EZ%**. Let z € EZ*+1.%* he guch that o — 0z € EZ2The*,

Now we show that we can reduce to the case z € Im(i)+EZ*"1**. Notice that 0z € E>%**,
Thus, z belongs to the numerator of IEZ:IICH’HIC_Z. If £ > 2, we can apply the induction above
to get that z = 2z + d2z + izg with 21 € EZ%**, 2 € E=a—2k+3.9% and 253 € CZ9k+Le This
decomposition also holds for £ = 1 setting 2; = z and 29 = 23 = 0. Since we are only
concerned by 0z, we can assume without loss of generality that zo = 0.

If 2y ¢ EZ%TL%* let ¢ be the maximum integer such that 2a,8,c # 0 for f = b—1—c. Denote
by ¥y = >y g, the boundary 0z of z. Since dizs € E*-*0
Moreover  —y = x — dz € EZ91** Hence, Tap8,c+1 Must be equal to ygg.41. Since
xz € Im(i) < E®**0 Zap8,c+1 = 0. From this we get y, g c+1 = 03248, = 0. Therefore, z, 5. is
in the kernel of d3. Two cases can occur.

, we get that Y, 841 = 03 248,

e If ¢ > 0, then we can find w € E*?°~1 such that Zq.8,c = O1w. In this case, 2’ := z—dw
has the same boundary as z, and the maximal ¢’ such that 2/ , |, , # 0 verifies ¢’ < c.

Thus, we can apply again the previous argument until we get an element of E>***, or
until we are in the following case.
o If c =0, then z, 50 € i(C*P).
We deduce that, up to a cycle, we can assume that z; = 2{ + z{ with 2} € i(C**) and
2l e EZoThes e ze i(CZakHle)  ERatlee

Therefore,
TE (E2“+1"" + 6(102“_’““" + EZ“H"”)) N Im(1)
= (E>**ho 4 1dCZ*FTh0) A Im(i)
= EZotLe A Im(i) + idCZekFLe
_ i(CZaJrl,o _i_dCZakarl,o)'
We can replace Equation (5.6) by
{x € Tota ™ (E***) A E>4** | oz € E>“+k’7"'} A Tm(i)
i((j>a+1,- + dcza—kﬂ,.)

IE(]:,b —

The injectivity of i: IEZ’b — ICZ’b now follows from the injectivity of i: C** — E**Y which
concludes the proof of the spectral resolution lemma. O



74 OMID AMINI AND MATTHIEU PIQUEREZ

The two remaining section contain the proofs of the two Propositions 5.16 and 5.5.

5.9. Vanishing of the cohomology of Tot'p§""" for ¢ # 0. In this section, we prove

Proposition 5.16, which, we recall, claims that the total cohomology of ,Stg™** is trivial for
o # 0, where

sex  H?(0) ifb<p,
~—oab maxsed(§)=0
pOtTEY = |6l=p+a—b

[drecl<a

0 otherwise.

The differential of bidegree (1,0) is i* + 7*, and the differential of bidegree (0, 1) is Gys.

This double complex can be unfolded into a triple complex: Tot*(,St”**) = Tot®(E***)
where

SexX H?(5) ifb<panda=0,
maxsed(d)=0c

|6l=p+a+a’—b
|5rec|:al

0 otherwise.

ga-ba’ . _

where the differentials of multidegree (1,0,0), (0,1,0) and (0,0,1) are respectively i*, Gys
and 7.

To prove that the total cohomology of E*
exact for any integers a and b.

.7.

is trivial, it suffices to show that (E®** %) is

Let 1 be a face of sedentarity 0 such that maxsed(n) = o. Notice that sed(n) = 0 implies
maxsed(n) = 7. For any cone 7 < o, we denote by 17 the face of  of sedentarity 7, which
is given by

1, =10 Ng.

Note that each face of X of max-sedentarity ¢ can be written in a unique way in this form.
Notice also that

e 7, induces an isomorphism from n¢ to (n7)f.

e X ~ Y. In particular H*(n7) ~ H*(n).

o 7r§.>,y is nontrivial if and only if v = 57 and § = 1S for some 7 of sedentarity 0, and
some pair of cones ¢ < 7 which are faces of maxsed(n).

From all these observations, we deduce that the sequence (E***, 7*) can be decomposed as
a direct sum:

D  (0-H0) > D HP) - @ HPD) - HY(n) - 0).
nex?2 T<0 T<0

maxsed(n)=c [rl=lol—1 I7=1

Inl=p+a+lol—b

This sequence can be rewritten as

D (O—»R—> D RH..._)@RHRQO)(@H%(U).

nex?® T<a <o
maxsed(n)=0 Irl=lol=-1 Irl=1

Inl=p+a+lol—b

Thus, it just remains to prove that these sequences are exact for every 1. The complex is
clearly isomorphic to the simplicial homology of ¢ with real coefficients. This homology is
trivial since it corresponds to the reduced homology of a simplex.

This concludes the proof of Proposition 5.16 and thus that of Theorem 5.8. (|
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5.10. Proof of Proposition 5.5. In this final part of this section, we prove Proposition 5.5
which concerns the three basic relations concerning the composition of maps Gys and i*.

Let us start by proving that the composition Gys o Gys is vanishing.

Let a, b be a pair of integers, and let s > |a| be an integer with s = a mod 2. Let = € SI'CIL’b’s.
We have to prove that Gyso Gys(x) = 0. By linearity of the Gysin maps, we can assume that
x € H¥0=5(§) for some 6 € X¢ of dimension s. If s —1 < |a + 1|, or s — 2 < |a + 2|, then
Gys o Gys(z) = 0. Otherwise,

Gyso Gys(z) = Z 2 sign(v, v)sign(7, 5)Gy57->u o GYS6->7($)-
Y=< V<Y
This sum can be rewritten in the form

GysoGys(z) = Y. ), sign(v,7)sign(v,8)Gys, ., o Gysss,(z).

v<§ <o
lv|=s—2~y>v

If v is a subface of § of codimension 2, then, by the diamond property, there exist exactly two
faces v and 7/ such that v < v,7 < §. Moreover, the composition is just the natural Gysin
map from § to v. Thus, we have

GyS’y'~>l/ © Gy85->y’(x) = Gysfy->u © Gy55->7 (.le),
and
sign(v, v)sign(y, §) = —sign(v, v )sign(+/, §).
This shows that the previous sum vanishes, which proves Gys o Gys = 0.

One can prove in the same way that i* o i* = 0, so we omit the details.

We now study the map i*oGys+Gysoi*. Let a, b, s, and z € H*+=5(§) < Sch’b be defined
as above. If s —1 < |a+ 1], then @ > 0 and s < |a+ 2| and the codomain of i* o Gys + Gyso i*
is trivial. Otherwise, as in the previous paragraph, we can decompose i*oGys(z)+ Gyso i*(x)

as a suin
Z (S<75’ + S>,6’)

(VGXF
[6'|=s

where
S<,5/ = Z Sign(% 5/)Sig1’1(’7, 5) i:<-5’ © Gys5->’y(x) and
y=<-0
=<6

Seo = >, sign(d’,n)sign(8,n)Gys, s g © i3, (2),
n>4d
n>¢'

and the sums are over faces in X¢. We claim that for each ¢’, the sum S~ 5 + S, 5 is zero.
This will finish the proof of our proposition.

Four cases can happen.

Suppose &' # ¢ and |0 N §'| < s — 1.

In this case, both sums S. 5 and S, 5 have no terms, and they are both zero.

Suppose &' # §, the face v := § n §’ is of dimension s — 1, and no face n of dimension s + 1
contains both § and ¢'.

In this case, Ss s is a sum with no term. The other sum, S< s, contains only one term
which is if_ 5 o Gys;s,. (). This term is zero because the ray corresponding to ¢ and the ray
corresponding to ¢’ in the fan 37 are not comparable.

Suppose ¢ # 0, the face v := § n ¢’ is of dimension s — 1, and there exists a face n € X of
dimension s + 1 containing both ¢ and §’.
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In this case, notice that n = conv(d U ¢'), thus n € Xr. Moreover the four faces form a
diamond, i.e., we have v < §,0’ <7. We infer that both sums S_. 5 and S, 5 contain a unique
term, and the sum is given by

sign(vy, 8" )sign (v, ) 1% _5 © Gysss., (x) + sign(d’, n)sign(d, n)Gys, .5 0 15, ().
This is zero because
i»ﬂ;<-5/ © GyS(;.>,Y(CC) = Gys,n5 © i§<~n('r)a and
sign(y, d')sign(v, 6) = —sign(d’,m)sign(d, ).
It remains only the case § = §'.
Suppose § = §'.

This case is more technical. We need some notations. Let vy,...,vs be the vertices of 4.
For j € {0,...,s} let v; < ¢ be the face opposite to v;. Let ni,...,n, be the compact faces
of dimension s + 1 containing § and 7,41,...,7.+¢ be the non-compact ones. For each i €

{1,...,r} we denote by w; the only vertex of n; which is not in §. Foreachi e {r+1,...,r+t},
we define u; to be the primitive vector of the ray 7; ... We will work with the Chow rings.
For each i € {1,...,r + t}, the face n; corresponds to a ray p; in ¥ and to an element z;
in A'(5). Note that every ray of X9 is of this form. Moreover, for any j € {0,...,s}, each
ray p; corresponds to a ray in 7% which we will also denote by p;. We also denote by x; the
corresponding element in A' (75)- We denote by ps; the ray of X7 corresponding to d, and
by x5 ; the associated element in A'(v;). If £ is a linear form on Ny, for some face 7, and if o
is a ray in X7, we will write ¢(p) for the value of ¢ on the primitive vector of p.

Since Gys and i* are ring homomorphisms, we can assume without loss of generality that
the chosen element in S‘I'Cf’b’s(X) is the unity 1 of A%(X). Then, for any i € {1,...,7},

Gysni'>6 © 1§<’r]2(1) = Zi-

In this case, S s is given by the sum over compact faces n of dimension s + 1 containing ¢

of
sign(8,1)Gys, s 5 © i3, (1).

r
S>75 = 2 ZTi.
i=1

Let j € {0,...,s}. We have Gys;,., (1) = x5, € Al(v;). Choose an affine form ¢; on Ng
that is zero on 7v; and —1 on v;. Let E? be the corresponding linear form. It induces a linear

It follows that

form A; on Nﬂzj . Moreover, we have the following properties for A;:
Aj(psj) = €(vy) = —1,
Vie{l,...,r}, Nj(pi) = €j(w;), and
Vie{r+1,....,r+1t}, \j(pi) = ﬁg(uz)
Thus, z5; € Al(v;) is equal to

r r+t
Z Ci(w)x; + Z f?(ul)xl + 2,
i=1 i=r+1

where 2/ € Al('yj) is incomparable with z;; in the sense that a’xzs5; = 0. Hence, the image of
x5 by ii’;j<.5 is
r+t

15, <5 © Gyssoy, (1) = 2 Ci(w;)z; + Z 03 (u)z; € AM(6).
i=1

1=r+1
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Set £ = fy+ - - - + £, and denote by £° the corresponding linear form. Summing over all Vi, we
get

T r+t
Scs= Z (w;)x; + Z éo(ui)xi.
i=1 i=r+1

Let 1 be the constant function on Ng which takes value 1 everywhere. We can rewrite

r

S>75 = Z xTr; = Z 1(wi)x,-.
i=1

i=1

Set ¢/ = £+ 1 and let £° = (% be the corresponding linear form. We have

T r+t
Scs+5-5= Z 0 (w;)z; + Z K’O(Ui)xi.
i=1 i=r+1

Since £ equals —1 on each vertex of §, ¢’ is zero on ¢. Thus, it induces a linear form A’ on N]‘;
which verifies
Vie{l,...,r},N(p;) = ¢'(w;) and
Vie {r+1,...,r+t}, XN(p) = 0(u).

Therefore, S< 5+ 5~ 5 =0 1in AY(8), which is what we wanted to prove.

In each of the four cases above we showed that S. 5 4+ S.. 5 = 0, thus Gys o i*(z) + i* o
Gys(z) = 0.

The proof of Proposition 5.5 is complete. O

6. KAHLER TROPICAL VARIETIES

The aim of this section is to show that ST{"* and the tropical cohomology Hy, admit a
Hodge-Lefschetz structure. The precise meaning will only appear in Section 7 where we give
a precise definition of Hodge-Lefschetz structures and treat the consequences of the materials

introduced in this section in detail.

We introduce the monodromy and Lefschetz operators on ST} in this section. The defi-
nition of the latter is based on the definition of Kahler forms in tropical geometry which are
introduced in this section as well.

6.1. Monodromy operator N on ST}*. The monodromy operator is the data of maps
Neb: STo —, ST9F2072 gefined as follows. Writing ST = @ ST¢"* for s > |a| with s = af
mod 2), then N’ is defined by setting its restrictions N*** on Sl"f’b’s to be

(6.1)

. b, +2,b—2,5 -
e _ i STER o STEP20 i > Ja 49,
0 otherwise.

If there is no risk of confusion, we drop all the superscripts and denote simply by N the
operator N®? and all its restrictions N5

Remark 6.1. More precisely, we could view the collection of maps N®® as a map N of

bidegree (2, —2)
N =@nN: DSty — PsTye.
a,b a,b a,b
o

We have the following proposition which summaries the main properties of the monodromy
operator.
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Proposition 6.2. We have
e [N,i*] =[N,Gys] =0
e for a <0, we have an isomorphism N ~%: ST'f’b —
e fora <0, ker N~ STab ST‘ll’b’_a

Proof. For the first point, let a,b,s be three integers with a = s (mod 2). We have the
following commutative diagrams.

—a,b+2a
ST,

Sr?,b,s id S-I—61L+2,b72,s S-I—clt,b,s id Sl-(lz+2,b72,s
5 | J [
S-I—(lerl,b,erl id S-I—(lz+3,b72,s+1 S-I—(lz,b+2,s id Sl—(lz+2,b,s

To get the commutativity in ST}, it remains to check that, in each diagram, if the top-left
and bottom-right pieces appear in ST}, then the two other pieces appear as well. This comes
from the following facts, which are easy to check.

szaza+2(mod2) and s+1=a+1=a+ 3 (mod?2), and
>laland s+1>]a+3|=s=|a+2|and s+ 1= |a+ 1|

For the second point, for a < 0, s > |a| implies s > |a + 2k| for any k € {0,...,—a}. Thus

T~ ST b+20:5 - which implies the result.

N~% induces the isomorphism ST} b
For the last point, for a < 0, we have
ker N~ A STH? = (N=%) L ker(N': STy #0772 — ST @F20+2072)
_ (Nfa)fls-l——a,b+2a,—a
= 1
767_

— ST 0
Definition 6.3 (Primitive parts of the monodromy). For a < 0, the kernel of N=%! on ST’ b
is called the primitive part of bidegree (a,b) for the monodromy operator N. o

6.2. Kahler forms.

6.2.1. Local ample classes. Let ¥ € Ngr be a smooth unimodular tropical fan. Recall that
an element ¢ € A'(X) is called an ample class if it corresponds to a strictly convex cone-wise
linear function on .

Proposition 6.4. Let X be a Kdhler tropical fan. Let £ € AY(X) be an ample class of X. Then

o ( verifies the Hodge-Riemann relations HR(X, (),
e for any cone o € %, it(f) € AL(X7) is an ample class of X°.

Proof. The first point is Theorem 3.26. The second point follows from Proposition 3.24 com-
bined with 3.26. U

The proposition in particular applies to unimodular shellable quasi-projective tropical fans.

6.2.2. Kdhler class. Let X be a unimodular polyhedral complex structure on a smooth com-
pact tropical variety. Assume that all the star fans of X are Kéhler.

Definition 6.5. A Kdhler class for X is the data of ample classes £V € H?(v) for each vertex
v € Xr such that, for each edge e of X of extremities u and v, we have the compatibility

Bi<e(l") = 15.c(€")
in H?(e). o

Theorem 6.6. Each Kihler class defines an element w e HV'(X).
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Proof. Let ¢ be a Kéahler class. We have
te @ H*(v) =Sty STV

veXy
lvl=0

2
Thus, ¢ can be seen as an element of ST(l)’ . Moreover,

dl = Z 2 sign(v, e)ij_.(¢)

veXyr ee Xy
lv]=0 e>v

= 3 sign(u,e) i, (£*) + sign(v, €) . (¢*),
EEXf
lel=1
u,v<-e

= 0.
Hence, ¢ is in the kernel of S'I'(l)’2 and thus induces an element w € S'I'g’2 ~ HH1(X). O

Definition 6.7. - An element w in HY1(X) is called a Kdhler class if there exist ample
elements (* € H%(v) as above which define w e H%!(X).

- A smooth compact tropical variety is called Kdhler if it admits a unimodular trian-

gulation X, all the star fans of X are K&hler and moreover there is a Kéhler class

we HY(X). o

6.2.3. Projective tropical varieties with Kdhler star fans are Kdhler. In this section, we con-
sider the case of a unimodular polyhedral complex Y € R" and the compactification X of Y
in the tropical toric variety TPy,,.. In this situation ¥ < R" is the part of X of sedentarity 0.

We assume that the triangulation Y is quasi-projective. Under this assumption, we will
show that X is Kihler, i.e., that there exists a Kéhler class in HY(X), provided that all the
star fans of X are Kéhler. In particular, if all the star fans are shellable, then X is Kéhler.
This applies to tropical varieties which are locally matroidal.

Let f be a strictly convex piecewise linear function on Y. Let § be a face of X¢, and ¢ be
an affine linear form with the same restriction to § as f. Denote by f° the cone-wise linear
function induced by f — ¢ on X°.

Proposition - Definition 6.8. The function f° is strictly convex. Denote by €° the corre-
sponding element ((f°) of H(8). This element £ does not depend on the chosen ¢. Moreover,
if v is a face of 8, then (0 = ii‘;«;(ﬁ).

Proof. For both parts, one can adapt the proof given in Proposition 3.24 in the local case. [

It follows that £° is an ample class in A'(§) = H?(§). In particular, this holds for vertices
of X¢, giving an element (£"), vertex of X, € ST?’Q. We get the following theorem.

Theorem 6.9. A strictly convex function f on'Y defines a Kdhler class of X.

Proof. We just have to notice that, for any edge e € X¢ of extremities v and v,
i:<-e(€1}) ={° = i;i<~e(£u)' U

The two following results give a better understanding of the link between piecewise linear
functions and elements of H!(X). The corollary will be useful in Section 9.

Let v be a vertex of Y. We define X, the characteristic function of v to be the unique
piecewise linear function on Y which takes value 1 at v, takes value 0 at any other vertex of
Y, and whose slope along any non-compact one dimensional face of Y is zero.

Proposition 6.10. Let v be a vertex of Y and let X,, be the characteristic function of v. Then
the class given by X, in HVY(X) is trivial.
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Proof. Let us also denote by X, the corresponding element of Sr‘}? Then
Xy = —d Z sign(v, e)le

eEYf
e>v

where 1, is the natural generator of H%(e) < ST™12. Hence X, is a boundary, and its coho-
mological class is trivial. O

Recall that if f is a piecewise linear function on Y, then we defined the asymptotic part
free: Yiee = R of f in Section 4.2.5. We immediately get the following corollary.

Corollary 6.11. Let f be a piecewise linear function on 'Y and let £ be the corresponding
class in HY(X). Assume moreover that f.. is well-defined. Then £ only depends on fee.

Another equivalent description of the class £ is given in Section 8.2.

6.3. The Lefschetz operator. Let ¢ be a Kéhler class of X. For each face § € Xy, we define
0 e H?(5) ~ A'(8) by

0 = 1550,
where v is any vertex of §. This definition does not depend on the choice of v because, if u is
another vertex of d, we have

i:«i(ﬁ)) = i:<5 © i:<e(£v) = i:<6 © ii«(”‘) = iz<5(£u)7

where e is the edge of extremities v and v.
Let Qs be the bilinear form defined on H?(5) = A*(§), for k < %, by

Va,be H*(S),  Qs(a,b) = deg(ab(£9)*101-2k),

Every ¢ is ample by Proposition 6.4.
For each 9, let

P25 = ker((gé)d—lé\—%-&-l: H2(6) — sz—2\5|—2k+2(5)>

be the primitive part of H2*(§). Note that with the notations of Section 3, we have P?*(§) =
Ak (29).
prim, 9

The following properties hold.
e (Hard Lefschetz) For each k < d%w, the map
(Zé)d—|5|—2k: H2k(5) N H2d—2|5\—2k(5)
is an isomorphism.
e (Hodge-Riemann) The bilinear form (—1)¥Qs(-,-) restricted to the primitive part
P?k(§) = ker((ﬁ‘s)d*"s'*%“: H?k(5) — H2d*2|5‘*2k+2(5)> is positive definite.

d—10]
2

o (Lefschetz decomposition) For k < , we have the orthogonal decomposition

k
Hgk(é) _ @Ek_iPQi((S),
i=0
where, for each i € {0,...,k}, the map £¥~%: P%(§) = (k=1 P2%(§) is an isomorphism
preserving Qs.

We now define the Lefschetz operator £%0: ST‘f’b — S'I"f’b+2 by

ea,b _ @ga,b,s: 6_) S-I—tll,b,s N G_) S-I—zlz,b+2,s

s=|al s=|al
s=a (mod 2) s=a (mod 2)
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and the operator %5 is defined by

ga,b,s _ (_DE(S: @ H(L+b75(5) N @ Ha+b+2fs(6)'
6eXr se Xy
[6l=s [0l=s
We usually drop the indices a, b and simply denote by ¢ the operator of bidegree (0, 2).

Remark 6.12. More precisely, we could view the collection of maps ¢*° as a map ¢

(= @Ea’b: @S-I—(lz,b N @S-I—(f,b—&-Q_
a,b a,b a,b

We now recast Lemma 3.16 in the following.

Proposition 6.13. Let v < 4 be a pair of faces, and let x € A*(vy) and y € A*(5). Denote by
ps/y the ray associated to ¢ in X7, and by x5, the associated element of Al(y).

(6.2) il s s a surjective ring homeomorphism,

(6.3) Gysssny © 1 25(2) = 5y - ,

(6.4) Gysssny (i<5(x) - y) = - Gyssnr (y)-

Moreover, if deg,: A S R and degs: A9 — R are the natural degrees map, then

(6.5) degs = deg, oGyss.. .

Finally, Gyss.,., and ii;<,5 are dual in the sense that

(6.6) deg, (2 - Gysyor (y)) = degs(i*_5(x) - y).

Proof. The proof is similar to the one given in the local case. [l

The following proposition summarizes basic properties of the Lefschetz operator /.

Proposition 6.14. We have
e [(,N]=0, [l i*] =[¢Gys] =0.
e for a pair of integers a,b with a + b > d, the map £4—270: STllz’b — S'I"f’2d_2a_b s an
isomorphism.

Proof. For the first point, let vy<d be a pair of faces of Xr. We recall that if‘;<.5: A*(y) — A*(0)
is a surjective ring homeomorphism. Thus, for any a € A®*(7y),

i:<~6([ya) = i:<~6(£’y) i:<-6(a) = 56 i:<~§(a)'
By Equation (6.4), for any x € A*(J),
GySpy ((02) = Gysgon (T5(0)2) = 0 Gysyoy (@).

Let a,b,s be three integers with a = s (mod 2). Multiplying the previous equations by
sign(vy,d) and summing over couples v < J, we get that the three following diagrams are
commutative.

S-I—tlz,b,s J4 S-I—(f,b+2,s S-I—(lz,b,s 4 ST‘;’ZH_Q’S S-I—clt,b,s V4 S-I—(f,b+2,s

bbb e e

S-I—t11+2,b—2,s i> S-I—zlz+2,b,s S-|—¢11+1,b,s+1 i> S-I—({,+1,b+2,s+1 S-I—t11+1,b,s—1 i> Sl-(lz+1,b+2,s—1

To get the commutativity in ST]®, it remains to check that, in each diagram, if the top-left
and bottom-right pieces appear in ST{"®, then the two other pieces appear as well, which is
immediate.
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For the second point, we have

S-I-Cll,b _ C_D (_B Ha+b75(5)

s=|al e Xy
s=a (mod 2) |8|=s

S-I—le,2d72a7b _ @ @ H2d—a—b—3(5)

s=|al 6eXr
s=a (mod 2) 0l=s

—a— b 2d—2a—b :
and (4270 STT? — STP*“72%7" can be rewritten as

@ @ (g&)dfafb: Haerfs((S) N HQdfafbe((S)‘
s=|al 6eX¢
s=a (mod 2) I6l=s

For each ¢ of dimension s, since £° is ample, we get an isomorphism
(€6)d—a—b: Ha+b—3(5) N H2d—a—b—5(5) _ HQ(d—\él)—(a-‘rb—s).
Thus, we conclude that ¢4-47%: S'I'Cf’b — STCf’2d_2“_b is an isomorphism. O
6.4. The Hodge-Lefschetz-primitive part P%’. For a < 0 and b < d — a, define the
Hodge-Lefschetz (or simply HL) primitive part P®" of bidegree (a,b) as
P®b = ST A ker(N ™) A ker(£4-0b+1),
Proposition 6.15. We have
Pa,b _ @ P2a+b(5).
56Xf
[§l=—a

Proof. For b odd, both parts are zero. So suppose b is even. In this case, we have

STYY Aker(N~*T1) = @ H¥*(5),

0eXs
[§l=—a
and thus
Pa,b _ ker( 6_) (66)d—a—b+1: @ H2a+b(5) N @ H2d_b+2((5)>.
6eXy 0eXf deXr
[§l=—a |8l=—a [8l=—a
To conclude, note that since |6| = —a, we have d —a — b+ 1 =d — |§| — (2a + b) + 1, and
thus
ker((ﬁé)d—a—b-&-l: H2a+b(5) N H2d_b+2(5)) _ P2a+b(5)
and the proposition follows. [l

6.5. Hodge diamond. By what we proved in the previous sections, ST}* forms a Hodge
diamond as illustrated in Figure 5. Let us explain what this means.

We do a change of coordinates (a,b) — (a,d —a — b) to form
d—a—b . _ b
HD»4~=" := ST{".
The result of this transformation is that the nonzero terms of HD** now form a rhombus.
The horizontal symmetry maps a piece of HD®** onto an isomorphic piece by applying the
monodromy operator N enough number of times. More precisely, for an integer a > 0, we get
N HD™*b = HD*,
Similarly, the vertical symmetry maps a piece of HD** onto another isomorphic piece by
applying the Lefschetz operator £ enough number of times: for b > 0,

*: HD® ™" =~ HD*P,
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FIGURE 5. The tropical Hodge diamond
N

a
N
b / — I\,
STd,O STO’O
.‘ -77777 D
1 d
% gT—d:2d 3 :)p 3 70 [
' o--{--o
F0.0 %

H® + H S70.2d

ST_d’2d
fd

In the figure, the four squares in both diagrams, in ST{"* and HD**, represent four isomorphic
pieces. Moreover, the central symmetry corresponds to the Poincaré duality HD™% 7% ~ Hb,

To justify the name of tropical Hodge diamond, on the bottom of the figure is shown the
tropical Hodge groups to which the Steenbrink diamond degenerates. We show in Theo-
rem 6.23 that the symmetries described above also hold for the tropical Hodge decomposition,
as in the usual Hodge diamond.

Finally, notice that HD,, defined by HD,; = HD~%~? is a HL-structure as defined in
Section 7, cf. Definition 7.1.

6.6. Polarization on ST]"*. We now describe a natural polarization on ST]*. We prove in
the next section that it induces a positive definite symmetric bilinear form on the HL-primitive
parts P%" defined above.

We first define a bilinear form 1 on ST}** as follows. Let z € S-I'Cf’b’s and y € SI'CIL/’bI’s/. Write

-3

5€Xf
[6l=s

with x5 € H*?=5(§), and similarly for y. We define the degree map

Dsex,deg(zs -ys) if s =4,
deg(z - y) := 16]=s
0 otherwise.

The bilinear form ) is then defined by

e(a,b) deg(x - ifa+ad =0, b+b =2d, and s’ = s,
w(a:,):={( ) deg(z - y)

(6.7) .
0 otherwise,

where for a pair of integers a, b, with b even,
e(a,b) = (—1)"*2,
and otherwise, if b is odd, €(a,b) = 1 (but in this case, we necessarily have = = 0).

The following proposition gathers basic properties of the the bilinear pairing .

.y ) b
Proposition 6.16. We have for all pairs of elements x,y € @a,b STy,
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(i) Y(Nz,y) + ¢¥(x, Ny) = 0.
(”Z) ¢(£$,y) + l/l(x’fy) =0
(Z.U) Qp(l*ﬂf,y) + ¢($, Gysy) = 0.
v) (Gysz,y) + ¢(z, i*y) = 0.
(vi) P(dz,y) + ¥ (z,dy) = 0.

Proof. Let x € ST‘ll’b’S and y € ST{ "*%" he two nonzero elements for integers a, b, s,a’, V', s’ with
s = |a| and s’ > |a/|. We proceed by verifying the statements point by point.

if a+a' #0orb+b # 2d, then both ¥ (x,y) and 9 (y,x) are zero. Otherwise,
e(a, V) = e(—a,2d — b) = (=1)"*F*5" = (—1)%(a, b).

Thus, ¥(z,y) = (—1)%(y, x).

Recall that N is a map of bidegree (2, —2). Ilf a+a' +2# 0orb+V —2 # 2d or s # &, then
both ¢ (Nz,y) and ¢ (z, Ny) are zero. Otherwise, s = s’ > |a’| = |a + 2|. Thus Nz # 0. By
symmetry, Ny # 0. Since N acts as identity on both z and y, we get deg(Nz-y) = deg(z-Ny).
Moreover, €(a + 2,b — 2) = —e(a, b). Hence, we obtain ¥)(Nz,y) + ¥ (z, Ny) = 0.

Recall that ¢ is a map of bidegree (0,2). If a +a’ # 0 or b+ b + 2 # 2d or s # s, then both
Y(lx,y) and 9 (z, ly) are zero. Otherwise,

deg(lx - y) Z deg x5 - ys) = deg(x - Ly).
5€Xf
[6]=s

Moreover, €(a,b+ 2) = —¢(a, b). Thus, we get ¥(lx,y) + ¥ (z, ly) = 0.

fa+ad +1#0o0rb+d #2dor s+1+# s, then ¥(i*z,y) and ¢ (x, Gysy) are both zero.

Otherwise, s’ —1 =s > |a| = \a’ + 1|. Thus, the Gysin map Gys: ST] . ST LS pas

a codomain belonging to ST}**. This also holds for i*. Moreover, using Equation (6.6), we get
deg(i*(z)-y) = >, ) deg(sign(y,d)it_5(z4) - vs)

§€Xf yeXr
[§l=s+1 y<6

= Z 2 deg(:m,-Sign(%5)GYS§->7(?J6))

veXr 0eXr
lvl=s 0>~

= deg(z - Gys(y))-
Since €(a + 1,b) = —€(a, b), we get P (i*z,y) + ¥ (z, Gysy) = 0.
The equality ¥ (Gysz,y) + ¥ (z, i*y) = 0 follows from the points (i) and (iv).

Summing up the equalities in (iv) and (v) gives ¥(dz,y) + ¢ (z,dy) = 0 by the definition of
the differential d. O

6.7. Induced polarization on the Hodge-Lefschetz primitive parts. The bilinear form
1 induces a positive definite symmetric bilinear form on the Hodge-Lefschetz primitive parts
P%b that we now describe.

Proposition 6.17. For integer a < 0 and b < d — a, the bilinear form (-, {72 N=.) s
symmetric positive definite on P%. More precisely, it is the orthogonal sum of polarizations
(=1)2*02Qs(-,-) for § € X¢ on the primitive part P?**8(8), under the identification

Pa,b: (_B P2a+b(5)‘
5€Xf
[§]=—
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Proof. By the properties of the monodromy operator, the isomorphism

—a. a,2d—2a—b —a,2d—b
N=: ST — ST;

is the identity map on each isomorphic piece H?**%(§) of STCl”’Zd*Za*b and ST fa’zdfb, for any

6 € X¢ with |6] = —a.
By definition of 1, for a pair of elements x,y € P2%%?(§), we get
(@ LN ) = p(a, N )
— e(a, b) deg(x - £4797by)
_ (_1)a+b/2 deg(a: . Edfafby)
= (=1)***2Qs5(x, y).

This concludes the proof since (—1)“+b/ 2QQ5 is symmetric positive definite by local Hodge-
Riemann relations. O

6.8. Hodge-Lefschetz decomposition. From the preceding discussion, we get the following
theorem. It can be illustrated as in Figure 5: the black square can be decomposed as the direct
sum of primitive parts lying in the grey area.

Theorem 6.18. For each pair of integers a < 0 and b < d — a, we have the decomposition
S-I—(f,b _ 6_) KrNsPa—Qs,b-‘rQs—Zr'

s,r=0

Proof. We give here a direct proof based on the definition of ST and using local Lefschetz
decompositions. We however note that this theorem can be proved thanks to the general
theory of HL-structures, cf. Proposition 7.2. We have

S-I—clb,b _ @ S-]—cll,b,25—a
s=0
@NSS‘I—(;—QS,()“FQS,QS—G
s=0

@ N* @ H2a+b—23(5)

520 6€Xf
[6]=25—a QST‘IL_ZS’IH'QS

@ NS G_) G_) o P2a+b—2$—2r(5)
—_—

520 0eXr r=0
|§‘:28—(l gS|—117.725,b+2572'r
T NTS 2a+b—2s—2r
_@ev @ p o)
r,s=0 deXr
[6|=25—a
ST‘ll’b _ @ ETNSPG_QS’IH_ZS_QT. 0
r,s=0

6.9. Polarized Hodge-Lefschetz structure on the cohomology of (ST I’b, d). In this
section we show that when passing to the cohomology, the operators N, ¢ and the polarization
1 induce a polarized Hodge-Lefschetz structure on the cohomology groups L*? := H(ST I’b, d).
By this we mean the following.

First, since [d, 4] = 0 and [d, N] = 0, we get induced maps
2 La,b N La,b+2

and
N: [@b _, [a+2,b=2

such that [N, /] = 0.
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Second, since ¢¥(d-,-) = —(-,d-), we get an induced pairing
Wi L% x L S K.
Moreover, we will show that

Theorem 6.19. We have the following properties.
e Fora <0, the map N~%: L% — L=%b+2¢ s an isomorphism.
e Fora,b withd —a—0b> 0, the map (3=¢=b: [ab — [a.2d=2a=b s an isomorphism.
o Leta <0 andb<d—a and denote by Lg7b the HL-primitive part of L%" defined by

LEP = L% A ker(N %) A ker(£47970H),

The polarization v induces a symmetric bilinear form (-, (1= N=.) which is pos-
., . a,b
itive definite on Ly .
e For integers a < 0 and b < d — a, we have the decomposition
La,b _ (_D ngsLa—Qs,b+2s—2r
= 0 .

s,r=0

Moreover, this decomposition is orthogonal for the pairing (-, £3=4"PN=a.).

Proof. We can use the change of coordinates HD_, _(q_q_p) = STClL’b for any integers a,b.
By the previous discussion, we get that (HD_, _(4_q—p), IV, £, ¢,d) is a differential polarized
HL-structure in the sense of Section 7. We can therefore apply Theorem 7.9 to conclude. [

6.10. Singular monodromy operator. We define the singular tropical monodromy operator
as follows. For each face 6 € Xy, let o5 be a point in the affine tangent space T,z < Ng.
For instance, we can take o5 to be the centroid of §. Let v be a face in X¢ of dimension gq.
For other faces of § of sedentarity 0, set o5 := o0s,. For any face § of any sedentarity o, set
o5 = m7(0y), where 7 is the only face of sedentarity 0 such that § = 7. Then we set

N: CPi(X) — cr-latl(x),
a€ FP(y) — P a - Alos —0y)).
5>y
sed(d)=sed ()
Theorem 6.20. The singular tropical monodromy operator corresponds to the monodromy
operator on ST® via the isomorphism of Theorem 5.8.

Proof. This is a direct consequence of Proposition 11.1. ]

Corollary 6.21. The operator N: HP? — HP~L9HL coincides with the eigenwave operator ¢
constructed in [MZ14].

Proof. One can show that the singular tropical monodromy operator coincides with the eigen-
wave operator. So the statement follows from Theorem 6.20. (|

Remark 6.22. It follows that the monodromy operator N coincides as well with the mon-
odromy operator defined on the level of Dolbeault cohomology groups [Liul9]. This is a
consequence of [Jel19] which relates the eigenwave operator to the monodromy on Dolbeault
cohomology. o

6.11. HL, HR and Monodromy for tropical cohomology. From the result in the previ-
ous section, we get the following theorem.

Theorem 6.23. We have

e (Weight-monodromy conjecture) For ¢ > p two non-negative integers, we get an iso-
morphism
NP HP (X)) — HPI (X).

trop trop
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e (Hard Lefschetz) For p + q < d, the Lefschetz operator £ induces an isomorphism

S , d—q,d—
gd . H‘g)rgp(X) - Htrog p<X)

e (Hodge-Riemann) For q > p, the pairing (—1)p< ., (d=p—a NP > induces a positive-
definite pairing on the primitive part P9P, where <,> 1s the natural pairing

(-,): H?(X)®@ HZ*"P(X) - H*(X) ~ Q.

6.12. Hodge index theorem for tropical surfaces. In this final part of this section, we
explain how to deduce the Hodge index theorem for tropical surfaces from Theorem 6.23.

Proof of Theorem 1.9. The primitive part decomposition theorem implies that we can decom-
pose the cohomology group Htl;;p(X , Q) into the direct sum

1,1 0,0 2,0 1,1
Htrop(X’ Q) = EHtrop(X7 Q) @ N Htrop(X’ Q) @ Hprjm(X7 Q)a
where H! (X, Q) = ker(£) n ker(N). Moreover, by Hodge-Riemann, the pairing is positive

prim

. 0,0 2,0 - : . 1,1
definite on ¢ H,/, . (X,Q) and N H_ . (X,Q), and it is negative definite on Hprim(X7 Q).

trop trop

By Poincare duality, we have Hfljgp(X ,Q) ~ nggp(X ,Q). By definition of tropical coho-

mology, since F© is the constant sheaf Q, we have Htor’gp(X, Q) ~ H?(X,Q). Moreover, we

have Hg’gp(X ,Q) ~ Q. We conclude that the signature of the intersection pairing is given by

(14 bg, k1"t — 1 — by), as stated by the Hodge index theorem. O

7. HODGE-LEFSCHETZ STRUCTURES

In this section, we prove that the homology of a differential Hodge-Lefschetz structure is a
polarized Hodge-Lefschetz structure, thus finishing the proof of Theorem 6.19 and the main
theorem of the previous section.

The main references for differential Hodge-Lefschetz structures are Saito’s work on Hodge
modules [Sai88|, the paper by Guillén and Navarro Aznar on invariant cycle theorem [GN90]
and the upcoming book by Sabbah and Schnell [SS20| on mixed Hodge modules, to which we
refer for more information. We note however that our set-up is slightly different, in partic-
ular, our differential operator is skew-symmetric with respect to the polarization. The proof
in [SS20] is presented also for the case of mono-graded complexes and is based on the use
of representation theory of SLg(R) as in [GN90|. So we give a complete self-contained proof
of the main theorem. Our proof is direct and does not make any recourse to representation
theory, although it might be possible to recast in the language of representation theory the
final combinatorial calculations we need to elaborate.

In order to simplify the computations, it turns out that it will be more convenient to work
with coordinates different from the ones in the previous section, and that is what we will be
doing here. The new coordinates are compatible with the ones in [SS20].

7.1. Hodge-Lefschetz structure.

Definition 7.1. A (bigraded) Hodge-Lefschetz structure, or more simply an HL-structure,
(Ho,o, N1, N2) is a bigraded finite dimensional vector space H, . endowed with two endomor-
phisms N; and Ny of respective bidegree (—2,0) and (0, —2) such that,

o [N, N2] =0,

e for any pair of integers a,b with a > 0, we have N{: H,, — H_, is an isomorphism,

e for any pair of integers a, b with b = 0, we have NS: H,p, — H, _p is an isomorphism.

O
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For the rest of this section, we fix a HL-structure (H, ., N1, N2).
We define the primitive parts of H, o by

Ya,b>=0, P,p:=Hypn ker(NfH) N ker(Né’H).
We have the following decomposition into primitive parts.

Proposition 7.2. For each pair of integers a,b = 0, we have the decomposition

Ha,b = @ N{Néspa-&-Qr,b-&-Zs-

s,7r=0

Denote by H ,* . the bigraded subspace

H, = & Hap.

a,b=0
Define Ni: Hf, — HJ, of bidegree (2,0), by

* a+2\ 1 a+l
Nj ‘H,l,b - ((N1|Ha+27b) ) (Nl‘Ha,b) Ya,b > 0.

It verifies the following properties. Let a,b = 0. Then,

NiMy, ., =idly ,, and  ker(Ny) n Hyp = ker(N{TY) A Hy .

In particular, Ni: Hyiop, — Hgy is injective, and N7: H,p — H, o is surjective.
From this, we can deduce that the map N1 NT|, \ is the projection along ker(NfH) NHgyp
onto N1H, 9y, i.e., for the decomposition 7

Hop = NiHoo @ (ker(N{™) 0 Hyp ).

We define N3 in a similar way, and note that it verifies similar properties. In particular,

NoyNg is the projection along ker(Né’“) N Hayp onto NoHgp o for the decomposition

b,

Hyp = NaHopr ® (Ker(NS™)  Hoy ).

Moreover, from the commutativity of N1 and N, more precisely, from

[N2, Ns] = [N1, N3] = [N{*2, N3]

)

‘Ha+2,b+2 |Ha+2,b+2 |Ha,+2,b+2

we infer that

[NT. Vol = N0 VS, = [NEL NS, =

|Ha,b+2 |Ha+2,b
In particular,
NiN{NyNy = NoNyNi Ny = Ny NaNyNJ.

Notice that NiNoN{Ng is a projection onto N1 NoH 19 py2.

|5,
We come back to the proof of the proposition.
Proof of Proposition 7.2. Clearly, N1: Hy19p — H,y is injective for a > 0. Similarly for No.

Therefore, proceeding by induction, it suffices to prove that for any pair of integers a,b = 0,
we have

Hap = (N1Haiop + NoHopi2) ® Popy and  NiHgiop 0 NoHgpyo = N1NoHoiop49.
g, , and NoN3 |, , and the

corresponding decompositions of H, . O

This can be deduced from the following lemma applied to N1 Ny
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Lemma 7.3. Let V be a finite dimensional vector space. For i € {1,2}, suppose we have
decompositions V. = 11 D K1 = Ib® Ky for subspaces I, K1,12, Ko € V. Denote bym;: V -V
the projection of V' onto I; along K;. Then, if m1 and o commute, we get

V=hinlh @ 1 nKy ® Kinly ® KinKy and I nIy=1Im(m om).
Proof. Since 71 and my commute, mo(I1) € I;. Thus, mo can be restricted to I;. This restriction
is a projection onto Is n I along Ko n I;. Thus,

L=ILnl; ® Kaynl; and I} nIy=1Im(meom).
Applying the same argument to the commuting projections id — 7y and id — 7o, we get that
Ki=KonK| & I, n K.

Hence,
VZIl@KlzllﬂIQ@IlﬁKQ@KlﬁIQ@KlﬁKQ. O

7.2. Polarization ¢ and its corresponding scalar product ¢. A polarization on the
HL-structure H, o is a bilinear form (-, -) such that:

e for any integers a, b, a’,b" and any elements x € H, and y € Hy jy, the pairing ¢ (z,y)
is zero unless a +a’ = b+ b =0,

e for any a,b > 0, the pairing ¢ (-, NENS - ) is symmetric definite positive on Py,

e Nj and N, are skew-symmetric for 1.

For the rest of this section, we assume that H, . is endowed with a polarization .

Denote as in the previous section H, ,+ . the bigraded subspace
Hj:. = @ Ha‘:b'
a,b=0

We define the operator w on H, . as follows.
Let a,b > 0 and r,s = 0 be four integers. Let x € P,;. Then, we set

WNT NSz -— {(_1)r+s(afr)!(l,fls)!Ner§S:C ifr<aands<b
14v24 -

otherwise.
Using the decomposition into sum of primitive parts from the previous section, one can
verify that w is well-defined.

We will provide some explanations about the choice of the operator w, in particular about
the choice of the renormalization factors, at the beginning of Section 7.6.

Set ¢(+,-) :=(-,w-).
Proposition 7.4. We have the following properties.
o The operator w is invertible with its inverse verifying
w NI N5z = (—1)*"PwNT N5z,
e The pairing ¢ is symmetric positive definite.

e The decomposition into primitive parts of He e 1s orthogonal for ¢. More precisely, let
a,b,r,s =0 and o',V ,r',s" = 0 be eight integers and let x € P, and y € Py . Then,

(NI NSz, N'N5y) =0 unlessr =1, s = s',a=d andb=1"

Proof. The first point is an easy computation. For the two other points, take x € P,; and
y € Py . We can assume that r < a, s <b, 7’ < a’ and s <V. Set

r'ls'|

(@ — ") — s

C =
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We have
¢(N{ N3z, Ni N3 y) = (N N5z, wN{ N3 y)
= (1) CP(N{ N5z, N " Ny ~*'y)
_ (_1)a’+b’Cw(N{z’—r’+rN§’—s’+sx, Z/)
_ (_1)r’+s’+7‘+scw($’ Nf/_T/+TN£I_S/+Sy).
Suppose the value of the above pairing is nonzero. Then, since x € H,; and
Nla e Ng e S H—a/+2r’—2r,—b’+25’—25a

we should have a — a/ + 2/ — 2r = 0. Moreover, since = € ker(No*1) and y € ker(N® 1), we
get

/ / !/ / /

a—r+r<a and a —7r +r<a.
Hence, we get
?”—Tléa—a/=2(r—r') and r—1 <0,

which in turn implies that r — 7' = a —a’ =0, i.e., r = 1’ and a = a/. By symmetry, we get
s=¢"and b =1'. We infer that

¢(N{ N5z, N{ N3y) = Ci(w, N{N3y),

which concludes the proof since 9/ - ,N{‘Ng -) is symmetric positive definite on P, . O

7.3. Differential polarized HL-structure. On a polarized HL-structure H, ., a differential
is an endomorphism d of bidegree (—1,—1) such that

e d>=0,
d [d7N1] = [daNQ] = 07
e d is skew-symmetric for 1.

In the rest of this section, we fix a differential d on H, ..
Proposition 7.5. The following holds for any pair of integers a,b = 0:
dPap S Pa1p-1 @ N1Poug1p—1® NoPy_1p11 @ N1NoPyy1p41,
where, by convention, Py =0 ifa’ <0 ord <0.
Proof. Since d and N7 commute,

dP,p S ker(N{* ) n Hyo1po1 = @) Ny Pa—1p—122- ® NING Poyi po142,-

r=0

Notice that this is true even if a = 0 or b = 0. We conclude the proof by combining this result
with the symmetric result for Ns. O

Using this proposition, if z € P,;, then for i, j € {0, 1}, we define z; ; € P, _142ip—142; such
that
dx = Z N{Nngd
i,j€{0,1}
Since d commutes with N1 and N», more generally, for any pair of integers r, s > 0, we get
ANTNsz = Y N{FINg™a, ;.
i,j€{0,1}

With this notation, the fact that d2 = 0 can be reformulated as follows.
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Proposition 7.6. With the above notations, for any pair k,l € {0, 1,2},

€1 €2 —
Ny Ny Z (xz‘,j)i’,j’ =0.
Z7j7i/7],€{071}
i+’ =k
J+i'=l
where,

{1 ifa=0andk=1 {1 ifb=0andl =1
€1 = and €y =

0 otherwise, 0 otherwise.

Proof. From the previous discussion, we get that

2 kTl
d®ze P NIN;Pooionp-oia-
k,1€{0,1,2)

Moreover, the piece corresponding to a fixed k and [ is

> NFN(xij)v

i.5,7,5'€{0,1}
i+’ =k
J+i=l

Since, d? = 0, this last sum is zero:

k arl
NT N, Z (2i5)v,50 = 0.
1,5,0',j'€{0,1}
it+i'=k
Jt+i=l

We know that, for any ¥, N1k|P . is injective if k < a — 2 4+ 2k. This is also true if
a—2+2k,b’
a — 2 + 2k < 0 because, in this case, the domain is trivial. In both cases, we can remove le
in the above equation. The last case is

0<a—-2+4+2k<k.

This implies k¥ = 1 and a = 0, in which case we cannot a priori remove the N{“ = Nj in the
previous equation. This concludes the proof of the proposition. ]

7.4. The Laplace operator A. The Laplace operator A: Hy e — H, o is defined by

A :=dd* +d*d
where d*: H, o — H, o denotes the codifferential of bidegree (1, 1) defined by
d* = —wldw.

Note that A is of bi-degree (0,0). The following summarizes basic properties one expect
from the Laplace operator and its corresponding Hodge decomposition.
Proposition 7.7. We have the following properties.

o d* is the adjoint of d with respect to ¢.
o A is symmetric for ¢.
e On each graded piece H,, we have the following orthogonal decomposition for ¢

i
ker(d) m Hqyp = ker(A) n Hgp @ Im(d) n Hgp.
Proof. To get the first point, note that for any x,y € H, ., we have
bz, d*y) = —(z, ww~Ldwy) = ¥(de, wy) = o(d, y).
It follows that the adjoint of A = dd* + d*d is A itself.

Last point follows directly from the first two statements, as usual. Denote by V' := (Hq, ¢)
the vector space H,j endowed with the inner product ¢. In order to simplify the notations,
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we will write Im(d) instead of V' n Im(d), and similarly for other intersections with V. We
have to show that

L
ker(d) = ker(A) @ Im(d).
From the decomposition V = Im(d)* @ Im(d), and the inclusion Im(d) < ker(d), we get
L
ker(d) = Im(d)* n ker(d) @ Im(d).

By adjunction, we get Im(d)* = ker(d*). To conclude, note that ker(A) = ker(d) nker(d*).

Indeed, if = € ker(A), then
0= ¢(z, Az) = ¢p(x,dd*z) + ¢(z,d"dx) = ¢(d*z,d*z) + ¢(dz, dx),

which, by positivity of ¢, implies that d*z = dz = 0, i.e., z € ker(d) n ker(d*). The other
inclusion ker(d) n ker(d*) < ker(A) trivially holds. O

Proposition 7.8. The Laplace operator commutes with N1 and N3, i.e., [N, N1] = [A, N3] =
0.

The proof of this theorem is given in Section 7.6.

7.5. Polarized Hodge-Lefschetz structure on the cohomology of H, .. In this section,
we show that, when passing to the cohomology, the operators N1, Ny and the polarization v
induce a polarized Hodge-Lefschetz structure on the cohomology groups

ker(d: Ha,b - Hafl,b71>

L,y = .
® Im(d Ha+1,b+1 - Ha,b)

By this we mean the following.
First, since [d, N1] = 0 and [d, N2] = 0, we get induced maps

Ni:Lagp — Lg—1p  and  No: Lgp — Lapo.
Second, since ¥(d-,-) = —¢(-,d-), we get a pairing
Y: Leo X Lo o — R.
Then, we will show that

Theorem 7.9. For the corresponding induced map, (Le o, N1, N2, ¢) is a polarized HL-structure.
Moreover, the decomposition by primitive parts is induced by the corresponding decomposition
on H, ,.

Proof. By Proposition 7.7, the kernel of the Laplace operator gives a section of the cohomology
Lo .. Moreover, since the Laplacian commutes with /N1 and N3, both N7 and Ny preserve
the kernel of the Laplacian. Consequently, it suffices to prove that ker(A) is a polarized HL-
substructure of H, .. By abuse of notation, we denote by L, ; the kernel ker(A: H,, — Hyp).

Clearly, N1 and Ny commutes. Let a > 0 and b € Z. Let us prove that N{ induces an
isomorphism L, = L_,3. Since A is symmetric for ¢,

1
Ha,b = ker(A) N Ha,b @ Im(A) N Ha,b-

Since N; preserves ker(A) and Im(A), the isomorphism N{': H,p, = H_,} induces isomor-
phisms for both parts ker(A) and Im(A). In particular, we get an isomorphism N{: Ly =
L_,p. We use the symmetric argument for No.

The primitive part of L, is, by definition,

Loy ker(NfH) N ker(NgH) = Lap N Pop.

Thus, the decomposition by primitive parts is the one induced by the decomposition of H,j.
Finally, the properties about 1 on L, ; comes from the analogous properties on H,j. O
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7.6. Commutative property of the Laplacian. In this section, we prove Proposition 7.8,
that [A, N1] = [A, N2 = 0.

Let us start by justifying our definition of the operator w.

Remark 7.10. We feel necessary to provide an explanation of why we are not using the simpler
more natural operator W which is defined by taking values for a,b,r,s > 0 and x € P, given
by

WN[ N5z = (=1)" " N{~ "Ny~ *a,
where negative powers of N1 and Ns are considered to be zero.

With this operator, the bilinear form ¢ := (-, w-) will be still positive definite, and we
can define the corresponding Laplace operator A. However, this Laplacian will not commute
with N7 and N in general. In order to explain where the problem comes from, let us try to
proceed with a natural, but wrong, proof that this Laplacian commutes Ni. More precisely,

setting d* = —%1d¥ the adjoint of d, let us try to prove that [d Ni] =0. Assume 0 <r <a
and 0 < s < b. Then we can write

d*NI N5z = —w dWN] Njz
_ (_1)r+s+1wfldN{17TN2bfsl,

r+s+1a—1nra—r+ipnb—s+j .
Z (—1) W Ny N, T ;.
i,7€{0,1}

We recall that x; ; € P,_149;p—1+2;. Notice that @ — 14 2i — (a —r +4) = r — 1 4+ ¢. Thus,

T* N7 NS — r+s+1 r—1+4its—1+j arr—14iprs—1+7
d*NyNyz = Z (1) (1) Ny N, Lij
i,7€{0,1}
_ itj+1 nrr—14i nrs— 147
= Z (1) Ny N, Lig
i,je{0,1}

Then, d*Nj(N7N3z) can be obtained replacing r by r + 1 and similarly for Nyd*(N7 Nizx).
Thus, we would conclude that N7 and d* commute!

Where is the mistake? First, notice that the formula for the derivation can only be applied
if @ — r and b — s are both non-negative. Thus, if » = a, we cannot just replace r by r + 1
to compute d*Ny(NTN;ixz). Second, notice that 0 = NyN; ' # NO. If r = 0 and i = 0, we
get r — 1+ ¢ = —1. Multiplying the corresponding term by N;j is not equivalent to simply
replacing r by 7+ 1. Notice moreover that we did not use the condition d? = 0 at any moment.
Thus, roughly speaking, everything goes well except on the boundaries r = a,s = b,7 = 0 and
s = 0. These problems still exist for the operator A, which justify why A does not commute
in general with NV;.

The solution to remedy these boundary issues is to modify W in such a way that some zero
factors on the boundary solve the above evoked problem: if the term NV _l”N; —it x;j is
multiplied by some zero factor due to the new operator when r = 0 and ¢ = 0, then multiplying
by Nj corresponds to replacing r by r + 1. To find the right form of the Laplacian, one can
use tools of representation theory, where Lie brackets can be used to study commutation
properties. This is what is done in [GN90,SS20]. These proofs however take place in a slightly
different context. For example, our differential is skew symmetric, and not symmetric, and
we work in the real instead of the complex world. Nevertheless, one should be able to adapt
their proofs to our setting. However, instead of doing this, we decided to provide a completely
elementary proof. The arguments which follow are somehow technical but no knowledge in
representation theory is needed. o
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We now begin the proof of the commutativity of the Laplacian A with the operators Ny
and NQ.

Convention. In order to simplify the calculations, we avoid to write symmetric factors by
using the following notations. If A, B, C' are some sets, then we follow the following rules to
extend the operations between these sets coordinatewise to operations involving their Carte-
sian products A%, B? and C?: if (: A — C and §: A x B — C are some operations, then we
extend them as follows.

C: A? - C? (a1,a2) = (C(a1),¢(az2)),

6: AxB?—(C? (a, (b1,b2)) +— (B(a,b1),0(a,b2)), and

: A x B?> - C? ((a1,a2), (b1,b2)) = (6(a1,b1),6(az,ba)).

Moreover, if A is endowed with a product structure, we define m: A% — A by m(ay,az) = aias.

Example 7.11. Let us give some examples. Let a = (a1,a2) and r = (ry,72) for integers
ai,az,r1,72 = 0 with 7 < a1 and r9 < a9, and let x € P,;,. With our convention, we
get 1+a =1+ (a1,a2) = (1 + a1,1+ a2), (—1)* = (—1)(‘”’“2) = ((—1)“1,(—1)a2), and
m((—1)1*9) = m((~1)°).

Let now N = (N1, N3). The formula

’1“1! 7‘2!

T1L N2, r1+712 a1—7T1 \7a2—"T2
wN{' N2z = (—1) TNy N> ",

(a1 — Tl)! (a2 — ’FQ).
can be rewritten with our notation as follows
|

Wm(NT).T = m((—l)rﬁ]\]ﬂ'_r)w

In the same way, we recall that
T T 1419 To+1
NPNe= Y NN,
i=(i1,i2)€{0,1}2
if 71 and rp are non-negative, where x;, ;, € Pa —142i; a0—1+42i,- With our notations, this
formula reads
dm(N")z = > m(N"")z;,
ie{0,1}2
o

We further use the following conventions. By (ai,as) = (b1,b2) we mean a; > by and
az = by. Moreover, 0° = 1 and N] = Nj = 0 if r is negative. Notice that NyN; ' # N?,
thus we have to be cautious with negative exponents. This is the main difficulty in the proof,
besides the exception £ = 1 and a = 0 in Proposition 7.6.

Let a = (a1,a2) = 0. Let r = (r,70) € Z? with 0 < r < a. Let x € P, = Py, 4, and
y = N{*Ny?z. Set N = (N1, N2). We recall that

A = —(dwtdw + wldwd)

We now explicit dw~'dy. We omit ranges of indices in the sums which follow if they are
clear from the context.

dy = Z m(NT”):UZ-.
i€{0,1}2

s B w0 e o g Ve )

%
r+i<a—1+421

_ Z m((_1>a+r+i+1 : (r+1i)! Na—r—l-i-i)xi'

a—r—1+1)!

)
a—r—1+1=0
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14 a+r+i (r +)! a—r—14i+i'\ (..
vy = 3 m((—1) e )(xl)z,.
i,i'€{0,1}2
a—r—1+i=0
where we used the fact that m((—1)¢T+1+1) = m((—1)**"*+?) (since m((—1)1V) = 1).
We can compute in the same way dwdy, in which case, using
m((_l)a71+2i) _ m((_l)a)’
we get

dwdy = m((—1)*)dw ™ 'dy.

To get dw~'dwy, it suffices to multiply by the good factor and to replace r by a — :

_ 7! (a—r+i) i
dwld — ( 1) )i\t T T T A=l N,
R i Gl s D Y e ] (o)
1,0 ,
r4i—1=0
_ 2 m((—l)i rl (a_r'i_i)!Nr—l-&-i-i-i’)(x‘)v
B (r=1+9! (a—r)! vt
r+il120
_— m((—1)ir1—i(a —r+ 1)iNT_1+i+i'> ()i
r+i2f1>0

Note that in the last sum we can remove the condition r + ¢ — 1 > 0. Indeed, if, for instance,
r1 + 141 — 1 < 0, then, since 71,41 are non-negative, we should have r; = i; = 0, and the factor

r}_“ is automatically zero.

Now, since
(a—2+2i+2)—(a—r—1+i+i)=r—1+i+7,
we get
wldwdy
= r+i (r+14)! r—14i+4’ (a—r—1+i+174)! it N
= Xm0 e Y — ot Y ) (@)
i,

a—r+1—1=0

- Z m((—l)i/ (r+i)' " (a—r+ i)"/N’”*lJr”i/) ()i
i’
a—r+i—1=0
In the last sum, we can again remove the condition @ —r +i — 1 > 0. Indeed, if, for instance,
ay —r1 +1i3 — 1 < 0, then since r; < a7 and i1 € {0,1}, we get a; = r1 and iy = 0. Then,
either i =1 and (a1 — 71 + il)ill =0, or iy =0 and

e
Ni"l 1+’Ll+'51 (.Z'Z)Z/ _ N{llil(xy)z’ _ 0’
because

-1
(@i)ir = (20,i2)0,1, € Pay—2,a5—2+4ir1i, S ker(N{* 7).
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In any cases, we get

—Ay = Z(m((—nirH(a =7+ 1)) 4 m((—1) (r + ) (@ = +0)7) Jm(NT T ),
= Z(m(Tlii(T —a— 1)1) + m((r + 7;)171" (7“ —a— ,L-)i/))m(Nrfl+i+i’)($i)i/
= Z(m(r + Ol*i(_a - 1)1) + m(r + ,Lvlfi’(_a o i)i/))m(Nr71+i+i’)(xi)i/'

For a fixed a, let x: {0,1,2}2 — Z2 be the function defined by taking for every i, € {0,1}2,

the value

k(i +4) =0 (—a—1)" + i (—a—i)".
One can verify that the function is well-defined, i.e., if i +i’ = j + j for 4,4’ 5, 5" € {0, 1}? then
0 (—a—1) +i" " (—a—i)" =0 (—a—1) + T (—a —j)7".
The only nontrivial case is when i + i} = 1 or when i3 + ¢, = 1. For instance, if i; = 0,7} =1
and j; = 1,71 = 0, then we get £(i + )1 = 0 — a1 = —ay which is equal to x(j + j)1.
We also define C': {0,1}? — Z by
C(i,i) := m(0' " (—a — 1)") + m ("7 (—a — 0)").
We will use the following specific values later:
H((l,k‘g))l = —ay,
C((0,42), (0,75)) = 0, and
C((1,d2), (1,4)) = (—a1 — D)r((2,i2 + i3)),.

Using these terminology, we can now write

Ay = — 2(27’17’2 + k(i + 1 )ory + k(i + )12 + C(4, i/))m(N’"*H”"/)(xi)i/.

Set
(7.1) Ay == 3C >0, )m(N"H) ().

We claim that Ay = A\’y. Indeed, we can write

(o —ny= Y (2m2 + w(k)ar + Ii(k‘)lrz)m(Nr_l+k) N (@i
ke{0,1,2}2 i,i'e{0,1}2
i+i'=k

Since d? = 0, using Proposition 7.6, we get

m(Nr—l-i-k) 2 (xz)z, =0
i,i'e{0,1}2
i+i'=k
in the above sum unless either, for k&1 = 1 and a1 = 0, or for ko = 1 and a9 = 0.

In the first case k1 = 1 and a; = 0, we should have r;{ = 0 and the remaining factor is
k((1,k2))1m2. We have seen that x((1,k2))1 = —a;. Thus, here, the factor is zero and there is
no contribution in the sum. The same reasoning applies by symmetry to the case ko = 1 and
as = 0. Therefore, in any case, we get Ay = A’y for any y, and the claim follows.

Finally, we prove that A" commutes with N;j. Recall that y = N{' N3z and € Py, 4,. We
divide the proof into three cases, depending on whether 1 = 0,a1 or 0 < r; < ay
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e If 0 = r; < aj, we can compute A'Nyy by replacing 1 by 7 + 1 in Equation (7.1). For
N1 Ay, this remains true except for the terms with ¢; = ¢} = 0. Indeed,

NlNII—].-‘rO-i-O -0+ N{1+1_1+0+0 —id.

Luckily, for those terms, the factor is C((0,12), (0,45)), which is zero. Thus, in fact, we can
also do the replacement for those terms. Hence, ANy = N1 Ay.

e If 0 < r1 < ay, then we can compute A’ N1y by replacing r1 by r; + 1, and N;A’y in the
same way. Thus, they are equal.

e Finally, if 71 = a1, since we used the hypothesis 1 < a; in all the computations leading
to the expression of A/, we cannot apply those computations to Nyy. However, in this case,
we have N1y = 0. Thus, we just need to prove that N1/A\’y = 0. This can be done thanks to
the defining Equation (7.1).

Ifi; 4+ <1, then 14+r—1+4+4d;+4) > a1 —2+2(i; +¢)) + 1. Since (x;)y € Py 2120+
for some ', we get

C (i, YNim(N" 4 (), = 0.

The only remaining terms are those where i; = #f = 1. For these terms, we have C(i,i") =
(—a1 — 1)K(i + i/)g. Thus,

MOy = (a1 +DN; Y w((2,k2))am(N") N (@)1
k2€{0,1,2} i2,i5€{0,1}2
i2+i/2:k2

As in the first case, we apply Proposition 7.6 to infer that all the terms in this sum are zero
unless for k2 = 1 and ag = 0. For these values of ky and ag, we use £((2,1))2 = —az = 0 to
conclude.

In all the cases, we see that N7 commutes with A’. Since we proved A = A’ we conclude
with [A, N1] = 0, and by symmetry, [A, No| = 0, as required. O

8. PROJECTIVE BUNDLE THEOREM

Let X be a polyhedral space in V' = Nr. We define the asymptotic cone of X which we
denote by X,.. to be the limit set of the rescaled spaces X/t when t goes to +00. Exceptionally,
the terminology cone here might refer to a non-necessarily convex cone. Note that, if X is

any polyhedral complex structure on X, then X,.. = ‘Xrec

Let 2 be a smooth polyhedral space in V' = Nr. Let A be a unimodular fan subdividing
Yec. Let X be the closure of # in TIPA. For each cone n € A, we define D" as the closure of
the intersection X n TP}.

Using these notations, we see in particular that we have
e DV=X.

e D" are all smooth of dimension d — |7].

e We have
D= (] D~

o<n
lol=1

In other words, the boundary D = X\% is a simple normal crossing divisor in X.
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8.1. Cycle classes associated to cones in A. In this section, we recall how to associate el-
ements of the tropical cohomology groups to the strata D" defined in the preceding paragraph.
So we fix the notations as above. Let A be a unimodular fan structure on the asymptotic

cone %, and take n € A. The stratum D" < X defines then an element cl(D") of Htlﬁc‘)rl)nl(f{)
obtained as follows.

Let d be the dimension of #'. From the inclusion D7 € X, we get a map

Hy iy d—in(D") —— Hg_jp),d—1n/(X) —— (Hd*‘""d*‘"'(fw —=— HI":(x)

(D] cl(D"),

i.e., cl(D") is the image of [D"] € Hy_ iy a—pp (D7) in H": (%) by the composition of above
maps. Note that the last isomorphism in the above chain of maps follows from the Poincaré
duality for X.

8.2. Explicit description of the divisor classes associated to the rays. Consider now
the situation where X comes with a unimodular polyhedral complex structure X with X, =
A. Moreover, we consider a ray p of A and its associated stratum D? and its cycle class

cl(DP) € Htlgip(}:). In this case, there is a nice representative ¢ = (c¢)cex in C’tlgép(X )
I¢l=1

of cl(DP), with ¢, € F!(¢), as we explain now. For details of this construction, we refer
to [AP20Db].

First we define the elements ( € X of dimension one which are parallel to p.
So let ¢ be a one dimensional face of X and denote by 7 € A the sedentarity of (. We say
¢ s parallel to p if the following two properties hold:

(1) 0 := p+ 7 is a cone of A which properly contains 7; and
(2) (N NI =07,

Here o7 is o/7 seen in the stratum N7 p of TPa.

With this preliminary discussion, the element ¢ = (c¢) ¢ex in Ctlr’gp(X ) is defined as follows.
[¢l=1
First, consider a face ( € X which is not parallel to p and which has sedentarity 7 such that
7 does not contain p as a ray. For such ¢, we set ¢, = 0.

Second, consider a one dimensional cone ¢ of X which is parallel to p. Let 7 be the
sedentarity of ¢ and choose a linear form ¢; on N7 g which takes value one on the primitive

vector e¢,.. Of Gee. The elements ¢ can be naturally seen as an element of F(¢). We denote
this element by c.

All the remaining ¢ in X are those whose sedentarity contains p as a ray. In particular, they
are not parallel to p. Any such ¢ form a side of a unique quadrilateral in X with two sides (1, (2
parallel to p, and the last side (3 which is neither parallel to p nor with a sedentarity sed((s)
containing p. By the construction of the previous two cases, we have ¢, = 0. Moreover, the
difference c¢, — c¢, naturally defines a linear form on N7 . We define c¢ = £(c¢, — ¢¢,), for a
convenient choice of sign that we omit to precise here.

The element ¢ = (¢¢) cex in C’tlr’;p

[¢l=1
mology HL! (X)) coincides with cl(D?).

trop

(X)) thereby defined is closed and its class in the coho-

Moreover, to each face ( with sedentarity 0 which is parallel to p, we can associate the
corresponding element x¢ of A'(¢r) = H?(¢r). Note that (s is a vertex of Xs. Since (r is

a vertex in Xy, we get an element of ST(l)’Q’O c ST?’2. By summing all the z¢, we get an
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element of S'I'[l)’2 which is closed in the Steenbrink sequence, and which corresponds to ¢ via
the isomorphism of Theorem 5.8.

Remark 8.1. We have seen in Section 6.2.3 how to associate an element of ST(l)’2’0 to a

piecewise linear function f on Y := X2 Let us describe such a function giving the element ¢
considered in the preceding paragraph.

Assume X is simplicial. Denote by X, the characteristic function of p on A which takes
value one on ¢,, value zero on each ¢, for all ray ¢ # p of A, and which is linear on each cone
of A. Pick any linear form ej on Ng which takes value 1 on ¢,. Then X, can be naturally
extended to A as follows. For any cone o € A not containing p, we extend X, by continuity on
A?. For any cone o € A containing p, we define the extension X, on A7 to be the continuous

extension of X, — ¢; to this space.
Then X, naturally induces a piecewise linear function ip on X defined by  — X,(Zec).
Moreover, the element of ST (1)’2’0 associated to this function does not depend on the choice of
*

¢7, and is equal to the element ¢ constructed above. o

8.3. Statement of the theorem. Let now o be a cone in A, and denote by A’ the fan
obtained by the barycentric star subdivision of o in A. Denote by X’ the closure of % in
TPas. By Theorem 2.8 we have the following.

Proposition 8.2. The variety X' is smooth.

For each cone ¢ in A’, we define similarly as in the preceding section, the corresponding
closed stratum D’¢ of X¥’. Let p be the new ray in ¥’ obtained after the star subdivision of
oeA.

Note that p is the ray generated by the sum of the primitive vectors of the rays of o, i.e.,

p=R+(Z ¢)-

o<o
lol=1
Consider the divisor D’? € X’ and its corresponding cycle class cl(D?) of Htlr’gp (x).

Recall that for any smooth compact tropical variety #', and for each integer k, we define
the k-th cohomology of # by
HY W)= >, HRL(W).

trop
ptq=k

For the inclusion i: Z — # of smooth compact tropical varieties, as in the local case, we
get the corresponding restriction maps
i*: HX () — H*(2),
and the Gysin map
Gys: Hk(z) _ Hk+2 dim(#)—2dim(Z) (W),

which is the Poincaré dual to the restriction map H24m(Z)—k(y) . g2dim(Z)=k(z) The
restriction maps respect the bi-degree (p, ¢), while the Gysin map sends elements of bidegree
(p, q) to elements of bidegree (p + dim(#') — dim(Z2), ¢ + dim(#) — dim(2)).

Proposition 8.3. Let Z be a divisor in %, and denote by cl(Z) the class of Z in HYY(¥).
For any € HX (W), we have

Gys(i*(8)) = cl(Z) u B.

Proof. This follows for example by duality from the projection formula for tropical homology
groups established in [GS19b, Proposition 4.18]. O
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From the map of fans m: A’ — A, we get a projection map m: TP, — TIPA which by
restriction leads to a projection map 7: X’ — X. This map is birational in the sense that it
induces an isomorphism on the open set # of X and X’: in fact, the map 7 restricts to an
isomorphism from X"\D'? to X\D?. Moreover, it sends D to D°.

The compositions of Gys and 7* gives now a map

Gyso 7*: H¥(D%) — H*"2(¥/).
With these preliminaries, we can state the main theorem of this section.
Theorem 8.4 (Projective bundle formula). We have an isomorphism
HE (X)) ~ HY(X) @ TH" 2(D7) @ T*H*4(D°) @ - - - @ T\ "L ph—2171+2 (o),

Here the map from the right hand side to the left hand side restricts to 7* on H¥(X) and
sends T to —cl(D'?), so in view of Proposition 8.3, it is given on each factor T° H*~25(D?) by

TSHk*QS(DO‘) _ Hk(%l)
TSa +— (=1)%c(D"?)*~! U Gysom*(a).

The decomposition stated in the theorem gives a decomposition for each pair of non-negative
integers (p, q)

Hp,q(:{/) ~ Hp,q(:{) @THP*I,(I*I(DU) @TQH’FQ’qﬂ(D”) @ @T\U\lepfltﬂJrl,qf\U\Jrl(Do)‘
Remark 8.5. In this case, we have

T + ¢ (Npo )T 4 ¢o(Npo )T 2 4+ - + ¢, (Npo) = 0
where ¢;(Np-) are the Chern classes of the normal bundle Npo in X. o

The proof of this theorem is given in the next section. We actually give two proofs, one
based on the use of the materials developed in the previous sections, using triangulations and
the Steenbrink spectral sequence, and the other one based on Mayer-Vietoris exact sequence
for tropical cohomology groups.

It is worth noting that the second proof is more classical in spirit, while the first one being
more interesting, requires more refined results about the geometry of tropical varieties which
are not developed here and will only appear in our future work.

8.4. Proof of Theorem 8.4 using triangulations. In this section, we give a proof of
Theorem 8.4 using the tropical Steenbrink spectral sequence and the isomorphism theorem
(Theorem 5.8). We need the following theorem.

Theorem 8.6. Suppose % is a polyhedral space in R™, and let A be a unimodular fan structure
on %ee. There is a unimodular triangulation Y of % with Y. = A.

Proof. In the case when % comes with a polyhedral structure Yy with recession fan A, this
is proved in Section 4, cf. Theorem 4.2. The point is to show that any polyhedral space %
admits a polyhedral structure compatible with the choice of such a unimodular fan structure
A, i.e., with recession fan A. This is more subtle and will be treated in our forthcoming
work [AP20a). O

Let Y be such a triangulation of /. Let X be its extensions to X.

Proposition 8.7. The star subdivision A" of A induces a polyhedral structure Y’ on % . More-
over, this polyhedral structure is unimodular and induces a unimodular polyhedral structure X'
on X' with the same finite part as X, i.e., X¢ = X¢.
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Proof. The polyhedral structure Y’ is the one obtained as follows. Consider a face n in Y,
and decompose 1 = nf + N, With 7f in Xy and 7. in the recession fan Y,... We define the
subdivision 1’ of 7 obtained as the result of the barycentric star subdivision of o in 7. this
means if o is not a face of 7y, then 17’ = 1 remains unchanged. On the other hand, if o < 7,
then we subdivide nf + 7. by first taking the star subdivision 7/, of o in 7., and define the
subdivision 7" as the one consisting of the faces of the form v+ 7 with v < s and 7 < /... O

The following proposition describes the star fans of Y’ in terms of those of Y. By an abuse
of the notation, we also denote by D? the subdivision induced by X on D?.

Proposition 8.8. Let n € X¢ = Yr be a compact polyhedron. The star fan X' of n in X' is
obtained from the star fan X" of n as the result of star subdividing o. In particular, if the star
fan of n does not contain o, the two fans X' and X" are isomorphic.

In the above proposition, by star subdividing ¢ in X7 we mean the fan obtained by the star
subdivision of the image of ¢ in the space N, = NR/NW,R, where we recall N, g = Tn.

Proof. This follows directly from the description of the polyhedra in Y. O

In the following, in order to distinguish the star fans and their cohomology in an ambient
polyhedral complex, we use the following terminology. For a polyhedral complex W, and a
face n of W, we write X7(WW) in order to emphasize that the star fan 37 is taken in W. We

furthermore use Hy, (1) for the cohomology groups H*(X7(W)). In particular, Hy(n) and
H$%.,(n) denote the cohomology groups H®(X7) and H*(X'7), respectively.

By Keel’s lemma (Theorem 3.19) and the above proposition, for each face n € X¢ whose
star fan X" contains the cone o, we obtain a decomposition of the cohomology groups H §(/(77).

Proposition 8.9. For each cone n e X¢ with o € ", we have
Hy.(n) = Hx(n) @ T - Hy,*(0) @ T? - Hy, (o) @ - @ T Hy, 012 (o),
where T is the class of —x, € AY(E'") = H%,/(n).

For W = X', X, or D?, and for any integer I, we denote by ;Sty;’ the double complex we

constructed in Section 5.5 whose total complex is the shifted cochain complex S—I'I’Ql[—l], the
2[-th line of the Steenbrink spectral sequence calculated in W.

Let p be a non-negative integer. The previous proposition allows to get a decomposition of
the double complex pSt}f in terms of the Steenbrink double complexes associated to X and
De.

Proposition 8.10. Notations as above, we have
.0 .0 o 0—1 2 002 -1 e o—|o|+1
PSS =5t @ T Sty @ T2, LSty t @ e @ T sty
The map from the decomposition to pSt;g is made clear in the proof.

Proof. By definition of the Steenbrink double complexes, we have

P H%(n) ifa>0andb<p,
ab . neX;
PStX/ T |n\=p+;—b
0 otherwise,

whose differential of bidegree (1,0) is i* and whose differential of bidegree (0, 1) is Gys. Note
that we have X¢ = X7. From the previous proposition, for any n € X¢ whose star fan 3" in
X contains o, we can decompose

HY(n) = HY () ® T+ Hgy *(0) @ T%- HE (o) @ @ T HE 27 (o).

Here T is the class of —z, in HE, (o).
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Moreover, for any other polytope 1 € Xy, we have H2(n) = H2().

Let n € X¢ whose star fan %" contains o. Then the cone o € 3" corresponds to the face
7 :=mn+0 € X. We obtain a polytope 17 n D? € X in (D7) for the polyhedral structure
induced by X on D?. We denote this polytope by 7,. The projection n,: # — D7 along To
induces an isomorphism n = 7,. Moreover, the star fan of o in X7 is naturally isomorphic to
the star fan of 77 in X and of 7, in D?.

Using this observation, we rewrite the above decomposition as

H2b/(77) _ Hg{b(n) OT- H%bg_Z(’l’]g) @ T2 . H%bcr_4(770') DD T\U\—l . H%b;2‘0|+2(770).

Moreover, the morphisms i* and Gys are compatible with this decomposition. It follows
that
o 0—lol+1

pStgg =p5t35° &) T'p,lStB;_l ® T2'p725t52_2 @ - B T‘U‘fl'p,wHStDa
Here T can be seen as the element of 1Stg§ < STY?(X') defined by

0,1
T = 2 —[L'p € @ Hg«(v) e pStX/'
veXy veXy
ll=1€H%,(v) |vl=1
>XVs0
The multiplication by T is similar to the multiplication by a Ké&hler class. It multiplies an
element of H*(n) by —x, € H*(n) if o € 7, and by zero otherwise. O

We are now ready to prove the projective bundle theorem.

Proof of Theorem 8.4. Applying the previous proposition, and taking the total complexes on
both sides, after shifting, gives a decomposition of cochain complexes

STI’2p(X/) _ STI’QP(X) oT - S'r?QP_Q(DU) @@ Tlol-1 S-]-I72p—2|0|+2<Da)_

Taking the cohomology of degree ¢ —p on both sides, and using our Isomorphism Theorem 5.8,
we get the decomposition

pr(I(:{/) ~ HP&I(:{) @Tprl,qfl(Do) @TQHp72,qf2(DU) @--- (_DT‘O“*al*hJ'H’l,(I*‘UH’l(Da‘)7

as stated in the theorem. Taking the sum over all p, ¢ with p+ g = k, gives the decomposition
for the k-th cohomology group of X'.

It remains to prove that 7' corresponds to minus the cycle class associated to D'? in H!(X").
To see that, it suffices to compare the definition of 7" in the proof of the previous proposition
with the description of cl(D’?) in Section 8.2. O

8.5. Proof of Theorem 8.4 using Mayer-Vietoris. Notations as in the beginning of the
section, let X and X’ be the closure of % in TPA and TPA.. We consider the open covering
of X obtained by ¥ := X\D? = X'\D'? and a tubular neighborhood % of D?. Let # be the
intersection of 7 and % . Let m: X’ — X be the projection map, and let %’: 71 (%), which
is a tubular neighborhood of D’?. Note that # =¥ n %'.

The Mayer-Vietoris exact sequences associated to these coverings of X’ and X for tropical
cohomology groups with coefficients in F? lead to the following pair of long exact sequences
where the vertical arrows are induced by the pullbacks.

D HPUX) —— HPUY) @ HPUU) ——s HPA(W) ——s HPIFL(X) — ...

| ! ! |

D HPA(X) —— HPA(Y) @ HPUU') —— HPUW) —— HPIFL(X) —— ...

The following is straightforward.
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Proposition 8.11. The projection map from the tubular neighborhood to D induces an iso-
morphism

HP9(U) ~ HP(D°)
for any q. In a similar way, we get

an(%/) ~ Hp,q(D'p)'

Proposition 8.12. The projection map D'? — D? is a fibration with tropical projective spaces
of dimension |o| — 1.

Proof. Define the normal vector bundle Npo associated to the embedding D7 — X.
D?P ~ TP(Np-),
the projectivization of Npo, from which the result follows. (|

Theorem 8.13. Let E be a vector bundle of rank r over a compact tropical variety Z, and
let Z' = TP(FE) be the projectivization of E. Then we get an isomorphism

HPY(Z') ~ HP(Z2)® THp_l’q_l(Z) e TQHp_Q’q_Q(Z) PR TT—al—T+17q—T+1(Z)‘

Proof. Applying the Mayer-Vietoris exact sequence, we reduce to the case where the vector
bundle is trivial, i.e., F = R" x Z. In this case, we have TP(E) = TP"~! x Z. The theorem
now follows by Kiinneth decomposition theorem for tropical cohomology groups [GS19b|. O

Proof of Theorem 8.4. The theorem now follows by combining the two Mayer-Vietoris long
exact sequences associated to covers {¥, %} and {¥, %'} of X and X', and Theorem 8.13
applied to the fibration D’? — D7, by using Proposition 8.12, which allows to decompose the
cohomology of D'? in terms of the cohomology of D?. Indeed, the image of T in HP4(#') is
trivial, and the decomposition follows from a diagram chasing. O

9. PROOF OF THEOREM 1.7

In this section, we prove Theorem 1.7. We start by recalling the statement of the theorem.
Let 2 be a smooth rational polyhedral space in V= Ng ~ R™. Assume that all the star fans
of & are Kéhler, that is they are support of Kéhler fans. Let A be a unimodular recession fan
on %... Let X be the closure of % in TPa. Let £ be a strictly convex function on A. Then, /¢
defines an element of H1(X) given by

Z £(0)cl(D?).
0EA
lol=1
By an abuse of the notation, we denote this element and the corresponding Lefschetz operator
on H**(X) by ¢ as well.
Working with Q coefficients, we have to prove the following statements.
e (Weight-monodromy conjecture) For ¢ > p two non-negative integers, we get an iso-
morphism
NOP: Hiop (%) — HEo, (%)
e (Hard Lefschetz) For p + g < d, the Lefschetz operator ¢ induces an isomorphism
(P g (%) — HE 0P (X).

trop trop

o (Hodge-Riemann) The pairing (—1)P( -, ¢47P=9N97P. ) induces a positive-definite pair-

ing on the primitive part PP? of Hf;gp, where < e > is the natural pairing

(1) HEm () ® Hipi7P(2) — Higg, (%) ~ Q.

trop trop trop
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9.1. Global ascent-descent. Situation as in the previous section, let A = %.. be unimodu-
lar and let o be a cone in A. Let A’ be the star subdivision of A obtained by star subdividing
o. Denote by p the new ray in A’. For an element w in H'!(X), we denote by w’ the restric-
tion of w to D, i.e., the image of w under the restriction map H'(X) — HY1(D?), for the
inclusion of tropical varieties D7 — X.

Let £ be a strictly convex cone-wise linear function on A. Denote by ¢ the convex function
induced by ¢ on A’. As in the previous section, we denote by ¢ and ¢ the corresponding
elements of HY1(X) and HY1(X'), respectively.

The strictly convex function ¢ induces a strictly convex function £7 on the star fan X7 of o
in A. By identification of 3% with the recession fan of D7, we get a strictly convex function
€% on the recession fan DZ_ . This defines an element in H1'(D?) that we denote with our
convention above by £7.

Proposition 9.1. The element £° € H“'(D?) coincides with the restriction of £ € HY1(X)
to D7 — X.

Proof. We can assume without loss of generality that £ is zero on ¢ and that ¢7 is the push-
forward of £ by the projection ¥ — ¥?. Denote by D, the Poincaré dual of £ in Hffp(f{), and
by Dys the Poincaré dual of £7 in Hfffp(Da). By Poincaré duality, it suffices to prove that
the cap product Dy n D € Hffp(D") equals Dyo. For a ray g of 3, we write o ~ ¢ if ¢ is in
the link of o, i.e., if 0 + p is a face of ¥ and ¢ ¢ o. From our assumption that ¢ is zero on o,
we get

Dy D7 = > £()(D° D7) = ) £(o)(D? D) = Dyo. O
e o~0o
lol=1 lel=1

We now state and prove the following global version of Theorem 3.20.

Theorem 9.2. Notations as above, we have the following properties.
o (Ascent) Assume the property HR(D?, (%) holds. Then HR(X,!) implies HR(X', ¢/ —
ecl(DP)) for any small enough € > 0.
e (Descent) We have the following partial inverse: if both the properties HR(D?,£%) and
HL(X,¢) hold, and if we have the property HR(%’,E’ — ecl(Dp)) for any small enough
e > 0, then we have HR(X, /).

Proof. The projective bundle formula (Theorem 8.13) is the global analog of local Keel’s lemma
(Theorem 3.19). Moreover Poincaré duality holds for X and X’. Thus, by Remark 3.21, the
proof is identical to that of the corresponding local theorem, Theorem 3.20. ]

9.2. Proof of Theorem 1.7. We proceed as in the proof of the properties HR and HL in
the local case.

So let % be a smooth tropical variety of dimension d in V' ~ R™ which is locally the support
of Kahler fans. Any unimodular recession fan A on %, provides a compactification of ¢ by
taking its closure in TPPA. We denote by Xa this compactification in order to emphasize the
dependence in A. Since % is smooth, the variety XA for any unimodular fan A is a smooth
tropical variety. Moreover, all the stars of XA are also Kahler support.

From now on we restrict to fans A on the support of %, which are in addition quasi-
projective. We have to show that for any such fan A and any strictly convex function £ on A,
the pair (H*(X), /) verifies HR, HL, and the weight-monodromy conjecture.

Proceeding by induction, we suppose that the theorem holds for all smooth projective
tropical varieties of dimension strictly smaller than d.

As in the local case, the following proposition is the base of our proof. It allows to start with
a fan structure on the asymptotic cone of % such that the corresponding compactification of
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% verifies the Hodge-Riemann relations, and then use the global ascent and descent properties
to propagate the property to any other smooth compactification of %', given by any other fan
structure on %,..

Proposition 9.3. Notations as above, there exists a quasi-projective unimodular fan Ag on
e such that, for any strictly convexr element by on Ao, we have the properties HR(Xa,, ¢o)
and HL(X A, %o) for the compactification X, of % in TPa,.

Proof. By Theorem 4.1, replacing the lattice N with %N for some integer k, we can find a
projective unimodular triangulation Yy of % such that the recession fan Ay of Y} is quasi-
projective and unimodular.

Let XA, be the compactification of Yy in TPp,. Let E) be a strictly convex function on
Yy. By the second part of Theorem 4.1, we can assume that £ := (Zo)rec is a well-defined and
strictly convex function on Ag. By theorem 6.9, Zo defines a Kéhler class of Xa,. Moreover,
by Corollary 6.11 and Remark 8.1, this class equals cl(¢y) € HYY(Xa,). It thus follows from
our Theorem 6.23 that the pair (Xa,, o) verifies HL and HR. O

Proposition 9.4. For any unimodular fan A on the support of Yie., we have the equivalence
of the following statements.

e HR(Xn,¢) is true for any strictly convex function £ on A.
e HR(Xn, ) is true for one strictly convex element £ on A.

The proof uses the following proposition.
Proposition 9.5. If HR(D?,(9) holds for all rays o € A, then we have HL(X, {).

Proof. By Proposition 9.1, we know that ¢¢ = i*(¢) where i is the inclusion D¢ — X. One
can now adapt the proof of 3.17 to the global case to prove the proposition. O

Proof of Proposition 9.4. Let £ be a strictly convex piecewise linear function on A. For all
0 € A, we get a strictly convex function £2 on the star fan 3¢ of p in A. By the hypothesis of
our induction, we know that HR(D?, £9) holds. By Proposition 9.5 we thus get HL(Xa, ¢).
By Proposition 3.7, we get that HR(Xa, ¢) is an open and closed condition on the set of
all ¢ which satisfy HL(Xa, ¢). In particular, if there exists £y in the cone of strictly convex
elements which verifies HR(Xa, ¢p), any ¢ in this cone should verify HR(Xx, ¢). O

Let A be a unimodular fan of dimension d on %, let £ be a convex piecewise linear function
on A, and let A’ be the fan obtained from A by star subdividing a cone o € A. Denote by p
the new ray in A’, and let ' be the piecewise linear function induced by £ on A’.

Denote by X, the characteristic function of p on A’ which takes value one on ¢,, value zero
on each ¢, for all ray o # p of A’, and which is linear on each cone of A’. The following is
straightforward.

Proposition 9.6. For any small enough € > 0, the function I’ — €X,, is strictly convex.

Proposition 9.7. Notations as above, the following statements are equivalent.
(i) We have HR(Xa,{).
(11) The property HR(Xar, ¢’ — €X,) holds for any small enough € > 0.

Proof. This follows from Theorem 9.2. We first observe that the (1, 1)-class associated to the
convex function ¢’ — eX,, is precisely ¢’ — ecl(D”), where in this second expression £’ represents
the class of the convex function £ in H''(Xs). Moreover, by the hypothesis of our induction,
we have HR(D?,1,). Now, a direct application of the ascent part of Theorem 9.2 leads to the
implication (i) = (7).

We now prove (i7) = (7). Proposition 9.5 and our induction hypothesis imply that we have
HL(XAa,?). Applying now the descent part of Theorem 9.2 gives the result. (|
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Proof of Theorem 1.7. By Proposition 9.3, there exists a fan Ag with support %, and a
strictly convex element ¢y on Ag such that the result holds for the pair (Xa,, fo). By Propo-
sitions 9.7 and 9.4, for any quasi-projective unimodular fan A with support %,.. which can be
obtained from Ay by a sequence of star subdivisions and star assemblies, and for any strictly
convex function £ on A, we get HR(X, £). The properties HR and HL both follow by applying
Theorem 3.23.

The weight-monodromy conjecture is preserved by the projective bundle formula, The-

orem 8.4. Thus the property propagates from Ay to all quasi-projective fans by Theo-
rem 3.23. 0
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APPENDIX
10. SPECTRAL RESOLUTION OF THE TROPICAL COMPLEX

In this section, we prove that the objects used to apply the spectral resolution lemma in
Section 5 verify the hypothesis of this lemma. We also prove Proposition 5.27, which states
that the isomorphism between the tropical complex CP* and Tot'(pC"') is an isomorphism of
filtered complexes for the corresponding differentials and filtrations. We recall all the objects
below.

We suppose X is a compact smooth tropical variety with a unimodular triangulation that
we denote X. We suppose in addition that the underlying polyhedral space X is obtained by
compactifying a polyhedral space ¢ in R™. This will allow later to fix a scalar product in R™
and define compatible projections on subspaces of R", in a sense which will be made clear.

10.1. The triple complex A***. We start by recalling the definition of the triple complex
A***_ which is the main object of study in this section (and which is roughly obtained from
.D** by inserting the Steenbrink and tropical chain complexes into it).

Let p be a non-negative integer. The triple complex A®** is defined as follows. We set

7.)_1 p— ;. ’_1, ._ Q§ ) PP QEpgu -
ATlim vt ATTLO o SE%* and AT = DM

More explicitly, let a,b, b’ > 0 be three non-negative integers. We set

) Aa’b’_l — @ Aa,b,—l[é*] with Aa’b’_l[d] _ /\bT*6®FP—b(Q5).
[§l=a+b

o [ @uimpra—y AT )Y <, , ,
- ALY — Minrec1<a with A%~ L[] .= H® ().

0 otherwise,

) Aa,b,b’ _ Da,b,b/ _ @ d((;§<r] . )Aa,b,b’ [5’ 77] with Aayb7bl [57 77] — /\bT*6® H2b/ (77)
se =se
[6l=a+b !
Inl=p+a—b'

- All the other pieces A®bY are trivial.

We now set Alys = A" 71 ALY := A*71* and define AJ™*® as the truncation of A*** at

non-negative indices, i.e., such that

ALY _ APYif 0, b, b > 0,
D 0 otherwise.

Note that A%’b’b/ = D" for the double complex ,D** of Section 5.

For 0 € X,.., we set

O.A.’.’. = @ A.7.’. [5]’

0 with sed(d)=0c

and define JA;r’;p, JAZ, and ;AS™*, similarly.

The differentials on A%?Y of respective degree (1,0,0), (0,1,0) and (0,0, 1) are denoted 9,

d and d’. We will recall all these maps in Section 10.5. Their restrictions to AjS  are denoted

by ¥trop, dirop and dgmp respectively. We only restrict the domain here, and not the codomain.

Thus df,,, to A**°. We use the same terminology for the two other

complexes AZ", and A%

o0

is a morphism from Ao,

The notation d[Aa’b’b, [] — A®b+LY [1]] denotes restriction of the differential d to AP ]
projected to the piece AwbTLY [1], i.e., this is the composition 7di where i: AbY [n] — A®**
is the natural inclusion and 7: A*** — A®*+LY[1)] is the natural projection.
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Moreover, the star * in the expressions d[* — A®**1Y] and d[A“"" — «], denotes the
natural domain and codomain of d, i.e., A*®* respectively. Similarly, in the expressions
d[ ; — ABPTLY] d[A®Y - ] and d[ . — ,*], the ,* denotes ,A***

We use similar notations for other differentials and other pieces of A®**.

We decompose the differential 9 as the sum d' + d™ where
d':= P [,*— ,*], and

c€Xrec
d":= P ,x— =]

7,06 Xrec
o>T
The two other differential d and d’ preserve ;A®** for any o € X,cc.

The first main result of this section is the following.

Proposition 10.1. The complex Tot'(A;;;p,Otmp + dtrop) @s isomorphic as a compler to

(C’,ﬂ’;p, Otrop) Where Oirop is the usual tropical differential.

The second result is Proposition 5.26, which, we recall, states the following.

Proposition 10.2. The map ¢ =0 +d + d’ is a differential, i.e.,
00 = 0.

This section is supposed to be self-contained, in particular we will recall the maps below.
We start by (re)introducing some notations and making some conventions. We note that a
few of the notations below differ from the ones used in the previous sections.

10.2. Notations and conventions. Here is a set of conventions and notations we will use.

Naming convention on faces. In what follows, we take faces v < 4,0’ < X forming a diamond
and ¢ < n,n’ < p forming another diamond such that v < {, § <7, ¢ <7/, and X < p.
Moreover, we make the convention that if a relation involves both v and §, then it is assumed
that v < 0. However, for this relation, we do not a priori assume that there exists a face X
such that X>4: J might be a face of maximum dimension. Unless stated otherwise, we assume
that all these faces have the same sedentarity.
Moreover, 7 < o < £ will be all the time three cones of X,..

Convention on maps m,t, i and p. If ¢ and ¢ are two faces of X or cones of X,.., we define,
when this has a meaning, the map =¥ N]fé} —» Nﬂg to be the natural projection. Recall that

for ¢ a face of X of sedentarity 0 or a cone of X,.., we define Ny = T¢ and N]g = NR/NWR,
and extend this to faces and cones of higher sedentarity by Nﬂ? = N]E{ed(@ / To.

For the map 7%, it might happen that we use the notation 7%\ in order to insist on the
fact that the domain of the map concerns the face 1) and the codomain ¢.

To simplify the notations, if ¢ = sed(¢), we set 7 := 7%\?. Sometimes, we will put the
superscript as a subscript instead, for example 7r;“) o is another notation for 7®¥*. Moreover,

depending on the context and when this is clear, we use 7%\? to denote as well the natural
projection /\kNH‘é’ —» /\k Nﬂg , and also the restriction of this projection to some subspace.
To give an example of these conventions, for instance, the map F¥(§) — F¥(07) is repre-

sented by the notation 7.

We denote by n° the face corresponding to n in X9, i.e., n’ = ]R+775(77). In the same way, if
0 < e, WeE set
(Sg = 7'('0(5) = ((5 + NJ,R>/NU’R.
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If sed(d) = 0, it is the intersection of the closure of § in TPy with the stratum of sedentarity
.

If v < § are two faces of different sedentarities, then 7%¢d(9)\sed(?) induces a projection from

Td to T. We denote this projection by W(S;‘/)g. Note that this is quite different from 77\%;

~

for such a pair, the projection 77\ is in fact an isomorphism Nﬂg = Nﬂg and induces an
isomorphism X9 = 37, We denote these maps and the corresponding pushforwards by id%/ v,
and the inverse maps and the corresponding pushforwards by id7\.

In the same way, we set t5: Fon <> Fod and 5: Fod — /\'N[Eed(d) to be the natural

inclusions. (By our convention on faces, we have 6 < 7.) The inclusion concerning the

canonical compactifications of fans is denoted by i?%: 7 < ¥9. The same simplifications
hold.

We also introduce projections ps: N&ed(é) — T4 as follows. Let (-,-) be an inner product
on Ng. If sed(d) = 0, then we define ps to be the orthogonal projection with respect to (-, ).
(This new definition differs from the previous notation for p used in the rest of this article.)
We extend this definition to other strata as follows.

For any face ¢ of sedentarity o, we observe that we can find a unique face 0 of sedentarity
0 such that ¢ = 7, and we define py as the quotient map

Pg = ﬂg(p(;),

making the following diagram commutative:

Ng P TS

. -

Ng = Ng/Nyz —2= T¢ = T6/ Ny
In addition, if sed(n) = sed(d), then we define the relative projection map p, 5 by setting

Pn/s *= Ps|p,-

If ¢ is a subface of § with the same sedentarity, we set p? = Wf(p(;) and pf; 15 = e (Pnss). We

also set Ps := id — ps the orthogonal projection onto ker(ps). We use the same notation for
59 ot
Py, etc.

Notice that 7T6|ker(p5): ker(ps) — Nlﬁé is an isomorphism. To simplify the notation, we set

~1._ (5 -1 1. 8 -1
Ty = (7 |ker(p5)) . In the same way, Tos = (7T’7/ |ker(p§])) .

Operations on local cohomology groups. Recall that the map "% induces a surjective map
i:’;\n: H*(8) - H*(n) of weight 0, where H*(§) := H*(X9). The Poincaré¢ dual map of i3, 1s
denoted Gys™°. It is an injective map of weight 2(|n| — |8]) from H*(n) to H*(5). We denote
by 1° € HO($) the corresponding unit. We denote by x5/, € AY(8) ~ H?(8) the element
corresponding to the ray §7.

Operations on faces. If ¢ and 1 are subfaces of a same face §, we denote by ¢ + 1) the smallest
face containing ¢ and . When this has a meaning, we denote by 1 — § the smallest face ¢
such that ¢+ = n. By n—d +~, for instance, we mean (7 —§) +~. Abusing of the notation,
DY D54~/ WE mean p(,_s~)/y- We might sometimes write p,_s/, instead of p,_s-/y-



110 OMID AMINI AND MATTHIEU PIQUEREZ

Multivectors and multiforms e and v. We have a sign function ¢.,. = sign(-,-) which verifies
the diamond property

€6/vEn/s = €& /vEn/s"
here the faces are allowed to have different sedentarities, and €/, = —€,/,» if v and v' are the
two extremities of an edge e.
Let ¢5/, € T be the primitive element of the ray §7. Let es/, 1= €5/,¢5/,. Let s := |n| —1d]
and let dg, 61, ...,0s be a flag of faces such that

d=0) <0< - <ds=1.
We define the multivector e, 5 € NTn® by
en/(g = 851/50 .. .653/5571851/5 A 8(52_51)/5 VASMEIAVAN 2(53_5571)/5.
This definition is independent of the choice of the flag &y, ..., ds.

We set ng/, = 7r7_1(e5/7) and v, 5 = 7['(;1(6,7/5). (Recall that by our convention, 7j*
denotes the inverse of the restriction of 75 to the kernel of the projection map pgs, which is an
isomorphism.)

If ¢ is a subface of § with the same sedentarity, we set Vj;/é = ﬂ¢(un/5). In particular,

1/2 /5 = En/s- Similarly, for a subface ¢ of v with the same sedentarity, we set n?/ = 7% (ng Jy)-

Let e}, € /N'T*1° be the dual of e,5. Set Vi, =75 (€5,) e N°T*p and 9, \ =75 (€0 5) €
/\ST*nd)-
We also denote by 15 € /\OT*5 the corresponding unit.

Operations on multivectors and on multiforms. Let V is a vector space. Let « € /\'V* be a
multiform on V and u e A’V be a multivector in V. Then we denote by o vue A °V* the
right contraction of o by u, i.e.,

a(-Au) ifs=r,
avu:i= )
0 otherwise.

We also define the left contraction of a by u by

afun ) ifs=r,
uv o= ]
0 otherwise.

We denote by ker(a) the subspace of V' defined by
ker(a) :={ueV |avu=0}

If a is nonzero, the kernel is of dimension dim(V) —r. If § € N ker(a)* then we denote by

BAae /\HTV* the multiform 3 A a where £ is any extension of 3 to /\tV The definition of
B A a does not depend on the chosen extension.

10.3. Useful facts. In this section, we list some useful facts which will be used in the proofs
of Propositions 10.1 and 10.2.

Proposition 10.3. Using the conventions introduced in the previous section, the following
holds.
(10.1) If sed(~y) > sed(d) then

maxsed(y) = maxsed(d).
(10.2) maxsed () /sed(8) = brec.

(10.3) If sed(n) = sed(d) < sed(7), then

¢ = need).
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Let £ and ¢’ be two linear forms, o be a multiform and u and v be two multivectors on a vector
space V. the following holds.

(10-4) av(uAav)=avvvu

(10.5) If u € ker(?), then
anlvu=—avunl.
(10.6) If u’ € ker(¥), then
A und)=Lu) 0.

10.7 . .

(10.7) 1z/nGys’7/<(:E) = 1§/nGysn/<(1")x.

(10.8) : .

Gys/¢ £, (@) = Gys/¢ £, (1.
(10.9) .
Gys"C(17) = i (@y—c/y)-
(10.10)
Yn/o = Vs/¢ / Vn/s-

(10.11)

Vo = Vs N Vv
(10.12) If sed(vy) = sed(d) > sed(d') = sed(n), then,

seds* /o *x %
TX/s (%\5) = Vsnx:

(10.13) If B is a multiform on N,
S\n 5N .
Te (B v vp5) 1s well-defined.
(10.14) If ¢ is a subface of § of same sedentarity, then

D5 (Vnjs) = Viys-

10.15 .
(10.15) D815 y) = 2,5 (08 (5) i -

(10.16) If n = & + ¢, even if sed(d) # sed(v) (in which case 77\0 = id7\9),

1 (egys) = (=) e e, ce ey

10.17 *
( ) P = (A Vg) V Ve

(10.18) - ~
PsPy = DPsPn =Ds  and  DsPy = PyDs-

(10.19) If sed(vy) = sed(d) > sed(d’) = sed(n), then

sed _ sed
Tty Px/5" = Ps/yTx /s

Proof. We omit the proof which can be obtained by straightforward computations. O
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10.4. Proof of Proposition 10.1. In this section, we define a (non canonical) isomorphism

®: Tot* (Af)s,) = Chs,- We then prove that we can choose two differentials gop and derop

of bidegree (1,0) and (0,1) on A%0 such that we have the equality dirop + drop = D10 ®
where Ogrop is the usual tropical differential on Cf;’;p. The two differentials we obtain are those

we have already seen in Section 5. This will prove Proposition 10.1.
Recall that, if || = a + b,
A (5] = NT*s@FP°(0%) and CPL[s] = F?(5),

trop trop

and other pieces are zero. The differential dtrop is equal to the sum tfy,, + 7y, Where

ivop[Clion Y] = Cliop [0]] = 55025

trop L ~trop trop

and, if sed(y) > sed(d), then

7T‘;krop [C‘f)r’g}y)l [’Y] - Ctpf(lji)l [5]] = 85/,},71':\5.

,®

rop- With our notations

Recall as well from Section 5 that we have a filtration W* on Cf
introduced above, this is defined by

Wsc[hlé\[d] — {a c Fp(d) ’ Yu e /\l6|_8+1T57a vu= 0}.

trop
We proved in Section 5 that this filtration is preserved by Orop-

By an abuse of the notation, we also denote by W* the filtration on At';;p induced by the
first index.

We now define ®: A5 — CP° by

trop trop
,a+b * *
[6] - trop [5]] =Ds N Ts

(P[Aa,b

trop
if a + b = |61, and all other pieces are zero. Set

(I)a = (I)[Aggc.)p - *]
We define U: CP° — A®° by

trop trop

T[CEA[s] — ALY [8]] (@) (U@ V) = a(u A w5 ' (v))

trop
if a + b = 14|, and other pieces are zero. Set

W, o= Ulx — A% ].

trop
Proposition 10.4. The map ® and ¥ are inverse isomorphisms of weight zero, and both
preserve the filtration W*. Moreover, for any a and k, V4 10top®Pq is zero except for k € {0, 1}.
Set dirop := @, YaOtropPa and dirop 1= dtirop + df},p Where
diop = Vas1tfrop®a  and  df,, 1= Vo7, Do

By the previous proposition it is now clear that ®: (Tot'(At'li;p)7 Vtrop + dirop) = (C’ﬁ’;p, Otrop)
is an isomorphism of complexes which respects the filtrations. It remains to give an explicit

formula of dtyop and 0grop. This can be shown by direct computations.
Proposition 10.5. If |§| = a + b, then
a,b— ab * 4
dirop [ Aty [7] = ALSLI0]] (0 ® B) = €5/ (o A v25) @ (11 (e v B)),

as stated in Proposition 5.15, and

i —1,b b
drop [A?rop ] - A&“OP 0 otherwise

[0]] = {5‘” 3Pl ® (m5)%,  if sed(y) = sed(9),
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as stated by Equation (5.3). Moreover,
6] = {55/7 ,Sye\%* ®id  if sed(y) > sed(d),

1,b b
dfop [AgrOP [v] = Agr‘)p 0 otherwise

It thus follows that di;op and 0iop defined above coincide with differential d and di + 7*
on pC"' of Section 5.

10.5. Differentials of A**°. We now recall the definition of the differentials on A***. Recall
that, for |6l = a+band [n| =p+a—V,

AL 18] = NT* s @ FP=*(0%),
Acé,rb [77] = H2b ( ) lf ‘nrec| a and b p, and
APV (5 ] = NT*6 @ H2 ().

When the domain or the codomain of a map is clear, we only indicate the concerned faces.
For d™, we assume that sed(y) = sed({) > sed(d) = sed(n). We have

* )
ddeH5}=%mﬂAV\ﬁ®W3(%mV'%

d;mp[Agrgp -6, 77] a+1 b+p)+\sed(6)lld® ( v en/é)ln
trop [7 - 5] Eé/wpfy\(? ® ( 7\5) ’
trop [’7 - 5] - 66/7 ,Syti((is* ® ld"/\éa
dsr[Agr [n b —&,n] = 112 ®id  if maxsed(§) = maxsed(n),

[u —n] = Eu/nGyS“/n if maxsed(n) = maxsed(u),
[77 — p] =eumiy, if maxsed(n) = maxsed(u),
Il — p] = e,pid™  (by (10.1), maxsed(n) = maxsed(u)),

dp [Aabb [v,7] _)577] a-‘rbe(s/’y(./\y;\(s)@id’
dp[d, 1 — 8,1m] = £,yid ® Gys"',
db[v,¢ — 6,7 = n/cny\a(Pé( n—¢/7))P3\s ® 1y,
dB[y. ¢ = 6.1m] = eyt @1V,

10.6. Proof that ¢ = 0+d+d’ is a differential. Let 0 = 0 +d+d’ withd = d'+d". In this
section, we prove that dod = 0. To do so, we separate thirty cases summarized in the following
table. For example, the first case (denoted a in the top-left corner) concerns the proof that
(d*)[A%ep — *] = 0. The case just after is the proof that (dd’ + d’d)[Af;s, — *] = 0, etc.
Some cases has been gathered (in particular the easy cases and those that have been already
done). In each case, we fix a context by precising the faces involved. We let the reader check

that the studied case is general: no other configuration of faces can be involved.

trop ST D
d|d|d|d" d|d|d|d" | di d”
dla|blala hl fla]|f il l g
d cld]e gl gl f E|lm,nol| j
d! al a gl f P q
dr a f j
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(a) (dirop + Dtrop)Q = (. This was already done in Section 10.4.

(b) dd’ +d’'d = 0in Aj;5,. We need to show that for integers a,b, a face v with |y| = a + b, and

a®pBe NTy@FF(07), we have (dd’ + d'd)[AL2,[7] — A%*0[8,7]](a® B) = 0. This is
obtained by the following chain of implications.
Y 0 2
Yniy = Yoy N Vs
= (1B Ve = —(=1)"espy v B) v 75 (enys)
— (_1)a+055/v(_1)(a+1)(b+p)+\sed(7)|a v V;\& ® (B v eyl

+ (_1)(a+1)(b+1+p)+\sed(5)|€5/’Ya v V,:,\(; ® (W;Y\é(ea/’y v ﬁ) v en/5)177 =0,

which is the desired equality given the differentials.

(c) We have d’od’ = 0 in A;ﬁ;p Let a, b be two integers, let § be a face of dimension |§] = a+b, and

choose a®p € NT*6QFP~°(0%). Then we have to prove that (d'?) [Afr’gp [6] — A*1[8, ]| (a®
B) = 0. We have, using the linear relations in the cohomology ring H*(n) via the isomorphism
with the Chow ring of >,

I (”2\77(5 v Vg/é))(eu’/n)xu//n =0
— (—1)"7‘4‘5‘2“,([3 v V2/6 v nz,/n)xul/n =0
= Zu,sﬂl/n(ﬁ v I/i,/n v Vg/(;)azw/n =0
. Z Eﬂ//ﬂ(_1)(b+p)(a+1)+lsed(5)\a® (B v eu//a)GyS“//"(lL) = 0.
W

sed (') =sed(n)

(d) We have to show that d’d’ + d'd’ = 0 in Af}). Let a,b be two integers, let v be a face of

dimension |y| = a + b, and choose a ® 3 € /\bT*7 ® Fp_b(m). We need to prove
(@l + AYALL, 7] — AT ] ® 8) = 0.

trop
This is equivalent to

+ Z 677/((fl)(a+1)(b+p)+lsed(7)|n;\6(pé(nn_gl/v))pj\é(a) ® (B v 8(’/v)iz'\n(1<’) =0
¢'<n
>y

= 55/7(_1)p_(b+1)7r(;/}y(8n/5) = 24’577/(’“;\6(p5(nn—4’/7))eé’/w
= vy = gy (=) R e oy (s (y-g2)
Thus, we reduce to proving the last equation. Let s = |n| — |d]. Let dg, ..., ds such that
d=0) <y <---<ds=1.
Set € = —~, v = ;i —eand G = n — (di+1 — ;) =0 — (yi+1 — 7). Then
s—1

Unis = /\€5¢+1/5in5i+1*5i/5
=0

=N\~ 551‘/%‘5%’+1/%€5z‘+1/w+1§5(n%‘+1—%‘/v)
- (—1)5850/70855/% /\iE’YiJrl/'Yi (n%ﬂ*%‘/’y - p5(n%+1*%/“/))-
By (10.15),
p‘s(n’)’z’ﬂ*%/’)’) = n;\d(pés(n?]—@))u&/'y'
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Hence,

Unis = (_1)555/’7577/?7*6 </\i€%+1/%n’ﬁ+1*%/’)’
s—1
—i—1 *
—2(—1)8 ' EWH/%-‘H\(;(Pé(“n—QM))/\5%“/7;‘”%“—%'/7 A”5/7)'
i

§=0
J#i
In the big brackets, the first wedge product is simply v For the sum, set

= Yit1 — Vi We get

Ys/v0 = Vn—e/v-

Exirr/v M=y =
= Eyivi—riEvii—ri/vi—riEyie o1 —R My =) — (v —ra)
Hence,
s—1

/\ Exirr/vi ™M1y
j=i+1

_ (_1)3—1'—16
_ (_l)s—i—le
Thus, the i-th term of the sum equals

Yir1/Vir1—wiEvs/vs—riVvs—ki/vir1—rki

Yit1/7viEn—e/Ci—eVCi—e/vit

En—e/Ci—En:y\d(p5(n77—Ci))”%/7 AN Vii—efyi N Wo/y
= 67]*6/41*6“;\6 (Ps (nn*Ci/’Y))VCi*G/'Y NEC/Ci—eVi/Ci—e
= _577/@577/77—6“;\5(1)5 (nn—Ci/W))yCi/W'

Therefore,
vns = (—1)°egy (%/w—eyn—e/v + 2,577/@-“;\5(1’6 (nn—ci))ch)‘

Notice that the (; are exactly the faces ¢’ such that § < {’ <7, and n — € is the only face ¢’
such that v < ¢’ <7 and such that § « (/. Moreover,
Vs (Ps(My—(—e/m))) = Vs (Ps(ns/))) = 1.
Finally,
Vass = (=1)°€s/4 Z En/cr s (Ps (¢ /3))Ver

¢'<n
¢'>y
which is what we wanted to prove.

(e) We have to show that d'd™ + d"d’ = 0 in A;l;;p Let a,b be two integers, let v be a face

of dimension |y| = a + b, and choose a ® § € /\bT*'y ® Fp_b(QV). Suppose moreover that
sed(n) = sed(9) < sed(7y). Let ¢ = nied(v)' Then, we have

(d'd™ + d™d)[Al,[] = AP, n]] (@@ B) = 0
— (_1)(a+2)(b+p)+|sed(6)|€§/’yﬂ_§:i§*( ) (d'y\ (ﬁ) v 677/6)177
+ 6n/c(_1)(a+1)(b+p)+lsed( I sed*( )® (B v ech)idg\n(lc) =0,
- (_1)b+p+155/7id6/7(€77/5) = TEn/cC/y
= 10 (eys) = (=) egeceqn,

which follows from the definition.
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We need to show that (d%)? = d'dZ+d"ddr = d'dZ+d"de = dd%+d"dst = dlde+d'dd =
0in AZ". This is clear by looking at the definitions and using (10.3) and the defining property
of the sign function.

We have to show that (d’ + di)z[Ag}?/ [n] — =] =0.

Assume o = sedn and £ = maxsedn. If o = £ the statement holds by applying Proposi-
tion 5.5 to (X?)f. Otherwise, we can reduce to the previous case as follows. By (f), the two
differentials dg and d&; anticommute with dZ;. Recall that dZ; is, up to a sign, identity on
each piece. Thus, setting

0:= (dﬂ)lﬂ_‘al[ sed=¢ A;JI'._) sed=c A;JI'.]7
maxsed=§ maxsed=¢{
we get
6—1(d/ +d1)20 _ (_1)‘§|-|0"(d/ +d1)2[ sed—t A.s’r. N *]

maxsed=¢§
This says that (dz)[Ag-’rb/ [n] — A%YY[6,7]](x) = 0. This is equivalent to

— > YD) e, (15 A ) @2 =0
v <8
maxsed(y’)=maxsed(n)
sed(v)=sed(n)

— Z,Y/n,yl\(; = 0.

Notice that the sum has no term if maxsed(d) # maxsed(n). Otherwise, the sum is over facets
of § of same sedentarity and such that ... = dec. Thus, every linear forms of the sum is zero
on 0. Let u and v’ be two vertices of d¢. For any «/,

1 ifueqy and u ¢,

n;,\(;(u' —u)=+< -1 ifuey and v ¢~

0 otherwise.
The first condition can be rewritten as “if v/ = d —u” and the second condition as “if v = §—u"".
Thus, the first condition and the second condition each occurs exactly once. Hence, the sum

of form applied to u — ' is zero. To conclude, notice that T¢ is spanned by the union of the
edges of §r and of dc.

If maxsed(d) = maxsed(¢() = maxsed(n), we have to show that (dd' + did) [ACSL-}?/[C] -
Aa+1,0.0 5, n]](x) = 0. This is equivalent to

(*1)a+1+b’

En/c 15 ® izf\n(x)

00 (DT (0P 5(15) ® B (@) = 0
v <8
maxsed (7’ )=maxsed(d)

— 1=l (Ps(ny—c/y))-
Let v be any vertex of 0f. We have already seen in (h) that
2ying = 0.
Thus,
2y Wing (P (¢ /7)) = 200mWins (s (¢ /pr — Myp—c/o))-
For each 7/, set w, := n,_¢/,y —n,_¢,. Then u,. is a vector going from some point of T’

to v. Thus, if v € 7/, then u, € T+ and
n;/\(;(pg(uyl)) =0.
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Otherwise, i.e., for 7/ = 6 — v, up to an element of Tv, us_, will be equal to Vs ), and

20 s(Ps(us—o)) = 1.
Thus, the sum equals 1.

(j) We have to show that d3 = dpdp + dpdp = dpdf + dfdp = dpdf + d5dp = (df)? = 0. This
follows directly from the definitions, the property of ¢.,., (10.11), (10.3) and (10.12).

k) We need to show that d/2 = 0; see the proof that Gys? = 0 in Section 5.10.
D

1) This is the property dd' + d'd ALY ,n| — ALY X, a®z) = 0, which is equivalent to
p 77 D 12

!

D (D) e s (P8 (M) PR 5 (@) A Uy ® 15, ()
5e{8,0}

+ (= 1) e 5 (DX (Mumss) s P (@ A V235) © 5, () = 0
226 — Ex/sMWp s (Pa (W )) (@ A Vs Vv Vspy) A Vsix (10.17)

+ 5é/yn§\x(px(n#_n/é))oz A V;\é A VE\X v xs =0

!

a AV (Eégx/én;@(pé(n#,m))% + %n;\x(px(nu,w))yx/é) =0 (10.5),(10.11)
2.56x/8€6/vPs(Wumnfy) + €5/78x/5PX (My—p/5) = 0 (10.15)
Ps(N—p/y) + Px(Mu—yys) = Por(Wu—y/y) + Px(Mu—pysr)

PXPs (M) + PXPs(Wu—n/y) = PxPs' (My—p/y) + DXy (W—ry/)

Px(My—n/y) = Px(My—p/s ),

Pried

which is obvious.

For cases (m), (n) and (0), recall our naming convention of faces: we have v < n,n'. We
have to prove that

(d/di + did/) [A(Sb,b/ [7, 77/] N A%+1’b’b/+1[5, T]]], and
(d'd’ +d'd) [AaD’b’b/ [v,n] — A%H’b’blﬂ[é, n]](a ® z) equals 0.

For the first equation, we consider two cases depending on whether there exists p such that
n,n’ < p or not.

(m) If p exists, then we have
(dldi + did/) [A%b,b/[’y’ 77/] N A%—i—l,b,b,-ﬁ-l[&’ n]](a ® SU) =0

— 5#/775#/77/“;\5(1)5(nu*n’/v))p:\é (o) ® GysH/m i;,\#(a:)
+ 577/4877//(“;\5(pé(nn—g/v))p»ﬂ;\(s(a) ® iz\nGySn /C(x)

— n;\& (p5 (n,u—n’/w))
= ﬂfy\(;(p(;(nn,c/,y))

— pu—1n=n-¢,

which is obviously the case.
(n) If p does not exist, then (d’d' + did’)[A%’b’bl['y, n'l — A‘Bﬂ’b’blﬂ[é, n](a®z) = 0. We only

have the second term from the case (m). However, here, iz\nGysnl/ ¢(x) = 0 since n¢ and 7’

are not comparable.
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(o) It remains to prove (d’d’ +did')[A‘Sb’b’ [v,n] — A%H’b’b/ﬂ[é, n)](a®z) = 0. This is equivalent
to

- Z et o5 (Ps (Mywr—pjy ) ) P36 (@) @ Gys/'/" i (%)
w>n
sed (') =sed(n)

+ 2 EnscrEn/cr s (Ps(y—¢r/7) P35 (@) ® i?’\nGySn/c (2) =0
¢'<n

¢

sed(¢")=sed(n)
= 25 (M) Gys i (1) + i (02 5) () i, Gys”< (17) = 0
— Zp’(pg)*(e;\é)(eu’fn/w) ii\n(x,u’fn/'y) + Z(’ (Pg)*(e;\a)(en—c/y) i:\n(xnfC’/w) =0.

Notice now that rays of the form p'” — 77 are exactly the rays of X7 in the link of 17, and
the rays of the form 17 — ("7 are exactly the rays of 7. Moreover, if ¢ is a ray which is not
in the link of n” nor in 17, then i:\n(mg) = 0. Thus, the above sum equals

12, (3 01" (€5) o)),
oeX
lol=1

which is clearly zero.

p) We have to show that (d')? ALY ,C| — ALF2Y X, 1] |[(a®x) = 0. This is equivalent to
p 7 D

= D D i Px (M) s (s (/) IDF DI 5 () ® B, B (2) = 0
ne{n,n’} 9€{6,0'}
d=<n
= D.68u/mEn/cEx/6€8/yV 5\ x (PXDs (Mumyyy) W36 (PxD3 (¢ /) = 0
= D68u/nEn/cEx/6E0/5Vx (PsPX (Wumn/y) A PsDX(My—c/5)) = 0.

Notice that, if & € n, then y—n = § —~ and PoPx(nu—y/y) = 0. Using the same argument
for § and 7/, this shows that we can now remove the condition § < n in the above sum.

Set u = px(n,_y/y) = Px(My_¢/y) and v’ = px(n,_, ) = px(ny_¢/y). The above sum
equals
5u/n5n/<5></656/w”;\x (ﬁa(ul) A ps(u) — Ps(u) A ps(u') — Dy (u') A psr(u) + Dgr(u) A Do (Ul)>-
Then we have
Ds(u) A ps(u) —Ds(u) A ps(u')
(Ps(u) +ps(w)) A (Ps(u) + ps(u)) — Ps(u') A Bs(u) — ps(u’) A ps(u)
=u Au—0—ms(u) A ms(u).

Notice that V;\X(V) =0ifve /\2T5. Thus, up to a sign, the above sum equals
u;\x(u’ Autunau)=0.
(q) Finally, we have to show that (d'd™ + d“di)[A%’b’bl[fy, ¢] — A%H’b’b, [X, 1]](e¢ @ z) = 0 with

sed(u) = sed(X) = sed(n’) = sed(d’) < sed(n) = sed(d) = sed(¢) = sed(y). This is equivalent
to

5u/n’ng’\x (px (nu—n’/5’»%’/Cpg"\xwie/%f () ® i:/\uidg\”, (2)

+ %/ngn/cn;\(s(pa(nn_</7)>7r§§§*p§\5(a) ®id"v i5,(@) =0,
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which is implied by

5 (P (eun51)) = 51503 (e-¢/)) and wGPsrx = Pys i

11. TROPICAL MONODROMY

In this section, we prove Theorem 6.20 that describes the simplicial tropical monodromy
operator and claims that it corresponds to the monodromy operator on Steenbrink. We use
the notations and conventions of Section 10. Recall that there is one triple complex A®**
for each even row STI’ZP of the steenbrink spectral sequence. To distinguish these spectral
sequences, we precise the corresponding p as follows: PA®**

For each face § € X¢, let o5 be a point of T,z0 = N, for instance the centroid of 4. For other
faces of § of sedentarity 0, set o5 := 0s,. For any faces 0 of any sedentarity o, set o5 = 77 (0y),
where 7 is the only face of sedentarity 0 such that § = n?. If v < ¢ are two faces with the
same sedentarity, we define vg\, 1= 05 — 0.

Let V anNd W be any vector spaces such that Td € V and k be an integer. We define the
morphism N\ : NV*QW — NIV @ W by

N’Y\5 = ( \ UW\é) @ id

We define a map between triple complexes N: PA®** — P7LIA®®* 45 follows. Assume 7 is
a face of dimension a + b and 1 of dimension a + p — V', with & < p, and such that |7, < a.
Then,

a,b —1pe,e ~
N[pAtrop[’Y] — P 1Atrop[5] = 7\5(dtr0p + Dtrop)’

N[ PAG" L] = A (8] | = Nl +20),

id ify <p-1,

0 otherwise.

N[ PAg ] - A | - {

Proposition 11.1. The map N commutes with the differentials of PA®** and P~LA®**
Proof. The fact that Nd™ + d™N = 0 is easy to check.

Let us prove that (Nd — dN) [pAgggp [v] — p_lAg;gé’bH[X]] = 0. The key point is that

(dﬁ,y\(; + N,y\(;d) [pAtrop [77] - *] = 0’

which can easily been checked. We simplify the notations by writing [y — X] instead of
[pA“’b [v] — pflAaH’bH[X]], or when the corresponding domain and codomain are clear.

trop trop
Then we get
(Nd—dN)[y > x] = >, N[ — X]d[y — ] — d[§ — X]N[y — §]
5e{8,0'}
= >} Naw+ Nyp)d[s — xX]d[y — d].
5e{8,0'}

From d? = 0, we deduce that d[§’ — X]d[y — ¢'] = —d[d — X]d[y — §]. Thus,
(Nd —dN)[y — X] = (Nsix + Nyis — Nsnx — Ny )d[8 — x]d[y — d].
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By definition of N , to prove this is zero, it suffices to check that
Us\X T U\ — Us\X — Up\g* = 0.
But this vector is by definition
(ox — 05) + (05 — 0y) — (ox — 05) — (05 — 04),
which is clearly zero.

One can prove with a similar argument that N and d + d’ + 9 commute on the tropical part
and also on the D part.

For the Steenbrink part, Proposition 6.2 proves that N commutes with dgr and diSr on Xr.
The proposition can easily been extended to all the faces, and the commutativity with dg; is
also easy to check. Thus, it only remains to see the commutativity with dsr, i.e., with the
inclusion A'S’r' — A'D’O".

We have
(AN = Nd)[PAE [n] — "~ AE*" [6,7]] ()
= (_1)a+1+b/1g Rx — 2 (—1)a+b,55/,ylv,y/\5 \% (1;/ A l/:;/\(;) X

v <8
maxsed(y’)=maxsed(d)

= (—1 + 27111:;/\5(1)7/\5)) 13 ® Z.
The terms of the sum are the normalized barycentric coordinates of o5 in d¢. Hence, the terms
sum up to one. This concludes the proof of the commutativity of N with the differentials. [
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